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The study concerns the analysis of vocal cycle length perturbations in
normophonic and dysphonic speakers.

A method for tracking cycle lengths in voiced speech is proposed. The
speech cycles are detected via the saliences of the speech signal samples,
defined as the length of the temporal interval over which a sample is a maximum.
The tracking of the cycle lengths is based on a dynamic programming algorithm
that does not request that the signal is locally periodic and the average period
length known a priori.

The method is validated on a corpus of synthetic stimuli. The results show a
good agreement between the extracted and the synthetic reference length time
series. The method is able to track accurately low-frequency modulations and
fast cycle-to-cycle perturbations of up to 10% and 4% respectively over the whole
range of vocal frequencies. Robustness with regard to the background noise has
also been tested. The results indicate that the tracking is reliable for signal-to-noise
ratios higher than 15dB.

A method for analyzing the size of the cycle length perturbations as well
as their frequency is proposed. The cycle length time series is decomposed
into a sum of oscillating components by empirical mode decomposition the
instantaneous envelopes and frequencies of which are obtained via AM-FM
decomposition. Based on their average instantaneous frequencies, the empirical
modes are then assigned to four categories (declination, physiological tremor,
neurological tremor as well as cycle length jitter) and added within each. The
within-category size of the cycle length perturbations is estimated via the standard
deviation of the empirical mode sum divided by the average cycle length. The
neurological tremor modulation frequency and bandwidth are obtained via the
instantaneous frequencies and amplitudes of empirical modes in the neurological
tremor category and summarized via a weighted instantaneous frequency
probability density, compensating for the effects of mode mixing.

The method is applied to two corpora of vowels comprising 123 and 74 control
and 456 and 205 Parkinson speaker recordings respectively. The results indicate
that the neurological tremor modulation depth is statistically significantly higher for
female Parkinson speakers than for female control speakers. Neurological tremor
frequency differs statistically significantly between male and female speakers and
increases statistically significantly for the pooled Parkinson speakers compared to
the pooled control speakers. Finally, the average vocal frequency increases for
male Parkinson speakers and decreases for female Parkinson speakers, compared
to the control speakers.
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1.1 Voice production 5

1.1 Voice production
1.1.1 Anatomy

Voice production involves a complex and precise control by the central nervous system of a series
of events in the peripheral phonatory organs. Some of the activity in the central nervous system is
finally reflected in muscular activity of voice organ [Hir81]. Figure 1.1a illustrates a sagittal view
of the human trachea, larynx, pharynx, mouth and nose cavities. Lungs included, all these play a
role in the production of speech. Conventionally, they can be classified as follows :

{ The sub-glottal part comprises the lungs and the trachea. During expiration, the pulmonary
system supplies the aerodynamic power required for speech production.

{ The glottal part is composed of the larynx and the vocal folds (Figures 1.1b and 1.1c). It
constitutes the vibratory system required for voice production. Combining aerodynamic
constraints and laryngeal muscular activity, the vocal folds vibrate to produce a pulsatile
airflow propagating through the larynx. As a result, part of the aerodynamic power is
converted into acoustical power.

{ The supra-glottal part comprises the pharynx, mouth and nose cavities. It plays the role of
resonator. By modifying the shape of the supraglottal apparatus, human speakers are able to
modify vocal timbre and fix the timbre of the speech sounds.

As mentioned previously, the glottal part is crucial for voice production. The two vocal folds
are located at the upper part of the trachea within the thyroid cartilage. They are constituted of
soft tissue that is organized in different layers. These layers are conventionally considered as the
mucosa, the ligament and the muscle [Hir81] [Tit93](Figure 1.2).

{ The mucosa is composed of a flexible mucus membrane that forms the outer covering of
the vocal fold (called epithelium), and the soft gelatinous superficial layer of the so-called
lamina propria.

{ The ligament comprises the intermediate (elastic fibers) and deep (collagenous fibers) layers
of the lamina propria.

{ The muscle consists of the thyroarytenoid muscle (or vocalis muscle)

Other intrinsic laryngeal muscles are involved in the vibratory system : the cricothyroid,
posterior cricoarytenoid, lateral cricoarytenoid, interarytenoid muscles. When activated, these
muscles modify the position, shape as well as mechanical property (elasticity, viscosity) of the
vocal folds.
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(a) Layered-structure of vocal fold [Tit93] (b) Muscles of the larynx, seen from
above [HM18]

Figure 1.2 – Vocal fold structure

1.1.2 The nervous system

The nervous system coordinates voluntary and involuntary actions and transmits signals between
different body parts. The nervous system comprises two main parts : the central nervous system
(CNS) and the peripheral nervous system (PNS). The CNS is composed of the brain, where
information is processed, interpreted and stored, and the spinal cord which ensures the link between
the brain and the peripheral nervous system. The PNS connects the central nervous system (CNS)
to the body limbs and/or organs (Figure 1.3).

Figure 1.3 – Nervous system

The positioning or motion of a body part involves the activation of muscle fibers. For that, the
central nervous system sends electrical impulses to the peripheral nervous system via individual or
groups of specific nerve cells (called efferent motor neurons). Additionally, other kinds of nerve
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cells (called afferent neurons) transmit information from the body sensors to the brain.

All these actors communicate with each other to produce an action, via several regulation
loops. Three possible feedback loops may exist : the short latency spinal reflex arcs from afferent
stretch receptors, the long loop transcortical reflex pathways from afferent stretch receptors or the
central feedback from the motor neuron [MM00] (Figure 1.4). Because the goal of this report
is not to explain in depth how the brain and the nervous system work, we won’t delve into the
details; however let us remind that neurological disorders may be considered as the consequence
of a peripheral phenomenon limiting or impairing motor performance and/or dysfunction of the
central nervous system.

Figure 1.4 – Nervous system loops [MM00]

1.1.3 Principles of voice production
1.1.3.1 Glottal excitation

During breathing, the vocal folds are separated so that the glottal area is maximal. To produce a
voiced speech sound, the vocal folds have to vibrate. For that, the laryngeal muscles (adduction of
arythenoid cartilages, elongation of vocal cords via the thyroid cartilage) are activated to bring the
vocal folds in contact. During expiration, the pulmonary system supplies the aerodynamic power
required for voice production. As a result, an air flows through the trachea and glottis. Increasing
lung pressure causes the pre-phonatory vocal fold position to become unstable when a pressure
threshold is exceeded. The unstable pre-phonatory solution is then replaced by a self-sustained
oscillation. Figure 1.5 illustrates the successive positions of the vocal folds during a vibration cycle.

To sum up, during phonation, the vocal folds convert the steady airflow coming from the lungs
into a pulsatile airflow by cyclically opening and closing the glottis. This glottal flow provides the
sound source for the excitation of the upper part of the vocal apparatus, also called the vocal tract.
The bottom part of Figure 1.6 illustrates the temporal evolution of the glottal area and the resulting
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Figure 1.5 – Laryngoscopic view and frontal section through the midportion of the glottis. Point III corresponds to the
maximal closure of the glottis [Dej10]

pulsated glottal airflow during phonation. These time series have been obtained via simulations by
means of a synthesizer of disordered voices [Fra10].

Figure 1.6 – Subglottal and supraglottal part of the vocal apparatus

1.1.3.2 Acoustic propagation through the vocal tract
The vocal tract is composed by the epi-larynx, pharynx, mouth and nose cavities. The production of
a speech sound requires the coordination of the articulators via the central and peripheral nervous
system. The perceived vocal timbre is directly related to the shape of the vocal tract which plays
the role of resonator. The propagation of the acoustic waveform through the vocal tract modifies
the temporal and spectral characteristics of sounds by amplifying/attenuating some frequency
components. At the lips, the sound is radiated in the environment.

A conventional way, proposed in [KL62], to model the vocal tract consists in considering a
concatenation of acoustic tubes with different sections and same length. As an example, Figure 1.7
illustrates the tubular modelling as well as the frequency response of the vocal tract for the pro-
duction of sustained vowels [a] and [i]. One observes the effect of the shape of the vocal tract
on the frequency response. One observes also that some frequency components are amplified.
These components are called formants and are a distinguishing characteristics of the speech sounds.
Notice that, for the sake of simplicity, the nasal cavity is often not considered.

The study of the acoustic propagation involves the resolution of equations that are obtained
from Navier-Stokes equations (conservation of mass, energy, . . . ). Ad hoc modelling techniques
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(a) Tubular representation of the subglottal and supra-
glottal tracts. In this case, the supraglottal tract is
configured for a /a/ vowel [Sto02]

(b) Tubular representation of the subglottal and supra-
glottal tracts. In this case, the supraglottal tract is
configured for a /i/ vowel [Sto02]

(c) Frequency response of the vocal tract for a vowel
/a/ [Fra10]

(d) Frequency response of the vocal tract for a vowel
/i/ [Fra10]

Figure 1.7 – Modelling of the vocal tract by means of concatenated acoustic tubes as well as the frequency response of
the vocal tract for the production of sustained vowels /a/ and /i/

consider additional factors to describe the sound propagation (time-varying geometry, radiation at
the lips, losses due to heat conduction and friction in the vocal tract walls, nasal coupling,. . . .

1.2 Clinical and functional assessment of pathological voices
In clinical application of speech analysis, several techniques are used to assess and monitor the
voice quality of patient during treatment. The assessment of voice and laryngeal functions is based
on auditory-perceptual ratings, self-evaluation questionnaires, aerodynamic measurements, vocal
folds imaging as well as acoustic analyses of speech sounds. Table 1.1 gives an overview.

Acoustic feature-based assessment methods are popular because they are non-invasive and
enable clinicians to monitor the voice of patients numerically.
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Techniques & Description Objectives

Aerodynamics : Measurement of glottal airflow and pressure as well as their relationship during phonation
to assess the efficiency of phonation.

Pneumotachograph : A device including a fine mesh
wire screen that creates a resistance to airflow is placed,
during phonation, in the region of the patient’s mouth.

Measurement of the mean airflow rate

Flowglottograph : A mask, including a high-
frequency pressure transducer, produces, by remov-
ing the resonances of the vocal tract, a time-varying
estimate of the glottal airflow.

Measurement of the leakage airflow (DC component
appearing in case of partial glottal closure) and the
pulsated airflow.

Spirometer : Device that measures over time the max-
imal forced expiratory and inspiratory airflow rates.

The resulted flow-volume graph enables the investi-
gation of voice problems that are related to laryngeal
obstructions.

Vocal folds imaging : These invasive techniques enable the investigation and understanding of the vocal
fold vibratory dynamics.

Videolaryngostroboscopy : An endoscope as well as a
strobe light are inserted into the vocal tract to observe
the vibrations of vocal folds in “slow motion”.

Investigation of the glottal closure, the glottal cycle
regularity, the symmetry of vocal folds as well as the
mucosal wave.

Digital high speed pictures : A camera, inserted into
the vocal tract, captures the vibrations of vocal folds
and stores images at a rate of 2000 images/s or more.

Enables the analysis and understanding of the vibration
dynamics with high temporal resolution.

Videokymography : A modified video camera, in-
serted into the vocal tract, selects a single horizontal
line from the whole image of the glottis and monitors
it at a rate of ≈ 8kHz

The concatenation of these line images provides rel-
evant information for comparing the vibration ampli-
tude/mucosal wave of both folds over time.

Other techniques

Electroglottography (EGG) : Two electrodes are
placed on the speaker’s neck in the vicinity of the
thyroid cartilage measuring over time the electrical
impedance during phonation.

Enables the monitoring of vocal fold contact (low
impedance value), the rate of vibration and the per-
turbation of regularity during voice production.

Electromyography (EMG) : An electrode is inserted
in a laryngeal muscle (often the thyroarytenoid and
cricothyroid muscles) recording the muscular activity
during phonation.

Enables the electrophysiologic investigation of the neu-
romuscular function by evaluating the integrity of the
motor system and recording action potentials gener-
ated in the muscle fibres.

Acoustic analysis

Supra-glottal/glottal coordination cues Example : voice onset time

Prosodic or supra-segmental features They characterize the intonation, fluidity and rhythm
of speech.

Morphological features They report the shape of the glottal excitation signal,
e.g. open quotient, speed quotient.

Vocal dysperiodicity cues These vocal cues describe the irregularities of the glot-
tal cycles.

Continued on next page
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Continued from previous page
Techniques & Description Objectives

Perceptual assessment : The voice quality of patient is assessed via a standardized auditory-perceptual
procedure. The rating is made on conversational speech, on a phonetically balanced read text or sustained
vowels.

GRBAS scale : A popular scale that comprises 5 fac-
tors (Grade (G), Roughness (R), Breathiness (B), As-
thenicity (A), Strain (S)) assessed via 4 degrees of
severity (0,1,2,3)

That scale rates the overall voice quality (G), the ir-
regularity of vocal fold vibrations (R), the audible air
leakage through an insufficient glottal closure (B), the
weakness of the voice (A) as well as hyperfunction
(S).

Subjective evaluation by the patient

Standardized questionnaires like the Voice Handicap
Index (VHI) or the Unified Parkinson Disease Rating
Scale (UPDRS)

The purpose of the subjective self-evaluation is to de-
termine the deviance of voice quality and the severity
of disability or handicap in daily professional and so-
cial life and the possible emotional repercussions of
the dysphonia.

Table 1.1 – Conventional techniques used to assess the voice quality of patient [Ann+10]

1.3 Recording of a voice sample
A speech sound fragment is acquired and stored via a recording device. Table 1.2 provides a brief
comparison of three frequently used devices. (conventional aerial microphone, throat microphone
and accelerometer). The acoustic microphone records directly the signal which is radiated at the
lips and the other two devices record an acoustic or mechanical signal that has been propagated
through soft and hard body parts. As a consequence, the characteristics of these signals as well as
their robustness with regard to background noise differ widely.

During acquisition, attention must be paid to recording conditions, the quality of which has a
direct impact on the further analysis :

{ the recording room has to be selected to reduce the background noise (babble noise, fan
noise, . . . )

{ When an aerial microphone is used, an unidirectional device (sensitive to sounds from only
one direction) placed at a small and constant distance from the mouth and not aligned with the
mouth axis is recommended to maintain a high signal-to-noise ratio and reduce aerodynamic
noise generated by the airflow.

{ the recording device gain has to be selected high enough to reduce quantization error but to
avoid signal clipping.

{ a sampling frequency higher than 20kHz is recommended to guarantee a good temporal
resolution.

1.3.1 Tasks
The acoustic feature-based assessment of voice quality requires the analysis of speech sounds
produced by the patient. Conventionally, two major tasks are considered :

{ Sustained voiced speech sounds, produced by the patient during a short or the longest possible
duration. Here, the analysis is focused on glottal excitation. Indeed, the shape of the vocal
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Acoustic
microphone Throat microphone Accelerometer

Transducer
• type condenser moving coil piezoelectric
• supply 4 (phantom 48V) 4 (5V) 6

• pre-amplifier 6 6 4

• frequency range below 20kHz below 5kHz below 5kHz

Speech signal acquisition
• Propagation through the neck wall 6 4 4 (stuck to skin)
• Propagation through the nose wall 6 6 4 (stuck to skin)
• Radiation at the lips 4 6 6

Signal characteristics
• shaped by the vocal tract 4 6 (depends on use)
• strong modulation by heart beat and
breathing

6 4 6

• tainted by environmental noise 4 6 6

Table 1.2 – Differences between types of recording devices : acoustic microphone (Sennheiser, HS-2), throat microphone
(Clearer Communications, Stryker PC) and accelerometer (K&K, Twin Spot Classic)

tract is approximatively kept unchanged and the glottal source dynamics may be investigated
via morphological features or vocal dysperiodicity cues.

{ Connected speech, recorded during spontaneous speech production or reading of a phoneti-
cally balanced text [Com20], enables the investigation of articulation, glottal,supra-glottal
coordination, prosody as well as vocal dysperiodities.

In this study, only sustained voiced speech sounds are considered.

1.3.2 Segmentation
Segmentation consists in selecting a fragment of recorded speech to be analyzed. Fragments that
are deteriorated by recording conditions or not related to the speech production tasks are discarded.
This may be done manually by visual inspection and/or auditory perception, or automatically by
means of speech/voice activity detection algorithms. In this study, a user-friendly interface has
been developed to select manually fragments of interest.

1.4 Analysis of vocal cycle length perturbations

Here, the investigation of vocal dysperiodicities is limited to voice analysis rather general speech
analysis. The voice of normal speakers is characterized by small perturbations of the amplitude or
duration of the vocal cycles. These perturbations contribute to perceived timbre and are related to
muscle activity or neurological activity as well as aerodynamic noise and distribution of mucus.

Disorders of phonation are often a consequence of the inability of vocal folds to vibrate regu-
larly. Larger than normal disturbances of the periodicity of the glottal source signal are therefore
observed frequently as a consequence of organic or functional disorders of the larynx. These
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disorders, interfering with the pseudo-regularity of vocal cord vibrations, include modifications
of the shape and/or composition of vocal folds (nodules, polyps,. . . ), variations in the function or
control of the muscles involved in the vibrations. As a consequence, the perturbations of the voice
may increase because of an alteration of the response of the glottal vibrator to outside perturbations
that are in the normal range or an increase of the size of these perturbations.

1.4.1 Vocal jitter
Vocal jitter is a measurement of irregularities in the vibration of the vocal folds and designates small,
fast and involuntary cycle-to-cycle perturbations of vocal cycle lengths. The size of vocal jitter in
modal voice is expected to be < 1% of the typical cycle length. However, various conditions may
affect the vocal cords and their vibration dynamics (for instance nodules, polyps and weakness of
the laryngeal muscles).

1.4.2 Vocal tremor
1.4.2.1 Definition

Tremor designates a movement disorder that is characterized by small involuntary oscillatory
movements of a body part [DBB98]. It occurs in different body parts and is mainly observed at
the extremities. Based on their specific clinical features, tremors are grouped into syndromes that
can be separated on the basis of clinical observations alone [DBB98]. Several types of tremor
are therefore identified in the literature and are often classified according to the range of involved
muscles and its association with specific movement conditions. Particularly, rest tremor is defined
by tremor that occurs in a body part that is not voluntarily activated. On the other hand, action
tremor is any tremor that is observed during voluntary muscle contraction while performing daily
activities.
Vocal tremor designates involuntary low-frequency modulations of the vocal cycle lengths and
is also a movement disorder that is characterized by involuntary activation of laryngeal muscles
involved in voice production.

1.4.2.2 Causes
In the literature, several possible sources of tremor are identified [GM12] and summarized here
below :

{ Mechanical oscillations resulting from the positioning or motion of body effectors via the
activation of antagonistic/agonistic muscle fibers or a group of muscles. Tremor may occur if
the involved muscle fibers are activated at a rate close to the resonance frequency of the body
parts, depending on the shape and mechanical properties of these parts.

{ Reflexive muscle activation : reflex oscillators arising from sensory feedback pathways occur
if, during the activation of an agonistic muscle, stretch receptors afferents elicit a reflexive
activation of the antagonistic muscle, and inversely (short term latency spinal reflex and long
loop transcortical reflex, see section 1.1.2).

{ Central oscillation : modulation of motor unit activity occurs within individual neuron
or a population of neurons and are related to dysfunctional electrical transmission and/or
misinterpretation of sensory and motor functions (central feedback, see section 1.1.2).
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1.4.2.3 Pathophysiologic entities of tremor
Often, vocal tremor is present as a symptom of one of the three following pathophysiologic entities :
essential tremor (ET), spasmodic dysphonia, or generalized neurologic disease such as Parkinson’s
disease (PD), amyotrophic lateral sclerosis (ALS), or multiple sclerosis [GM12].

{ Essential tremor (ET) is an action tremor disorder. The term "essential" refers in medical
context to isolated symptoms with no known specific underlying causes. Tremor severity can
vary based on the activity being performed, the position of the body part, and the presence of
stress or fatigue [Fou15].

{ Parkinson’s disease (PD) is a degenerative disorder of the central nervous system that causes
a gradual loss of muscle control. The underlying cause of Parkinson’s disease is a dysfunction
of a small area in the brain stem called the substantia nigra that controls movement. Cells
that are located in the substantia nigra stop making dopamine, a brain chemical that helps
nerve cells to communicate. As a consequence, the brain does not receive the necessary
messages. The symptoms of Parkinson’s disease are shaking, rigidity and slowness of limb
motion. During the initial stages of the tremor disorder, it is often difficult to differentiate
essential tremor from Parkinson’s disease. However, this kind of tremor appears during rest
and thus differs from the essential tremor.

{ Amyotrophic lateral sclerosis (ALS) is a rapidly progressive and fatal neurological disease
that attacks the nerve cells responsible for controlling voluntary muscles. The earliest
symptoms may include fasciculations, cramps, tight and stiff muscles (spasticity), muscle
weakness affecting an arm or a leg, slurred and nasal speech, or difficulty chewing or
swallowing. [NS].

{ Spasmodic dysphonia (or laryngeal dystonia) is an action disorder that causes muscles to con-
tract and spasm involuntarily. Following Parkinson’s disease and essential tremor, dystonia is
the third most common movement disorder. [Ass]

In this study, vocal tremor is analyzed for patients suffering from Parkinson’s disease. Possible
vocal symptoms of the disease are vocal frequency tremor and hoarseness [Cno+08]. In a study
based on a large sample of patients with Parkinson disease, it has been reported that between 70%
and 90% of patients have problems related to speech and voice impairments [Log+78].
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1.4.2.4 Previous research on vocal tremor

(Ludlow et al., 1986) [Lud+86]
Corpus : Vowels [a] sustained by 9 speakers with vocal tremor and 20 control speakers.

Method :
{ Tracking : n/a
{ Analysis : Estimation of the modulation frequency and depth by means of heuristics.

Cues :
{ Modulation frequency of F0 and the speech signal envelope, as well as their percentages of variations
relative to vocal jitter.

Results :
{ Vocal tremor affects the variations of the signal envelope as well as the variations of the vocal
frequency.
{ Parkinson speakers are characterized by larger variations than control speakers.

(Yair and Gath, 1988) [YG88]
Corpus : Vowels [a] sustained by 9 Parkinson speakers and 3 control speakers.

Method :
{ Tracking : Cycle length sequence obtained via short-term analysis based on autocorrelation
{ Analysis : Modulation power spectrum computed by means of a point process model of the cycle
length sequence.

Cues :
{ Modulation frequency : frequency of the main power spectrum peak.
{ Modulation depth : Energy of the spectrum in the frequency interval [3.5Hz,7.5Hz].

Results :
{ Narrow-band modulation frequency f (4Hz≤ f ≤ 6Hz) for Parkinson speakers
{ Vocal tremor frequency f correlated with the tremor frequency of limbs.
{ Correlation between vocal tremor and clinically-assessed limb tremor (in frequency and depth).

(Ackermann and Ziegler, 1991) [AZ91]

Corpus :
Sustained vowels and unvoived fricatives produced by 1 female speaker suffering from cerebellar voice
tremor.

Method :
{ Tracking : n/a
{ Analysis : Visual inspection of the F0 trace and its spectrum.

Results : { Intermittent and rhythmic oscillations at a frequency ≈ 3Hz.

(Winholtz and Ramig, 1992) [WR92]

Corpus :
Vowels [a] sustained by 12 control speakers, 12 patients with vocal tremor and 12 singers producing
vibrato.

Method :
{ Tracking : Based an a vocal demodulator that produces amplitude and frequency demodulated outputs
from a voice recording.
{ Analysis : Based on the spectrum (FFT) of the F0 trace in the frequency interval [2.5Hz,25Hz].

Cues : { Low-frequency modulation frequency and depth.

Results :

{ Modulation frequencies do not differ statistically significantly between groups of speakers.
{ Patients with vocal tremor have larger modulation depths than the control speakers.
{ Modulation frequency range : control speakers (♂: [5.5Hz,8Hz], ♀: [4.9Hz,6.1Hz]), patients (♂:
[4Hz,6.5Hz], ♀: [5Hz,6.5Hz])
{ Modulation depth range : control speakers (♂: [0.9%,1.8%], ♀: [0.8%,1.3%]), patients (♂:
[3.4%,6%], ♀: [4.3%,10.7%]).

(Aronson et al., 1992) [Aro+92]
Corpus : 8 patients suffering from ALS and 8 control speakers (paired in age and gender).

Method :
{ Tracking : Based an the vocal demodulator developed by Winholtz and Ramig.
{ Analysis : Based of the spectrum (FFT) of the F0 trace.

Cues : { Frequency and amplitude of the spectral peaks.

Results :
{ Speaker-dependent modulation depth and frequency.
{ No single prominent spectral peaks in patients.
{ Patients are characterized by larger modulation depths.

Continued on next page
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Continued from previous page

(Hirose et al., 1995) [Hir95]
Corpus : Vowel [a] sustained by 12 Parkinson speakers and 51 control speakers.

Method :
{ Tracking : Detection of prominent cycle peaks.
{ Analysis : Based on the spectrum (FFT) of the F0 trace.

Cues : { Energy in the interval [0.1Hz,16Hz], normalized by the average F0.
Results : { Parkinson speakers are characterized by larger perturbation levels than control speakers.

(Dromey et al., 2002) [DWI02]
Corpus : 10 speakers suffering from essential tremor.

Method :
{ Tracking : Synchronous analysis based on the autocorrelation function
{ Analysis : Estimation of the modulation frequency and depth of F0 and the speech signal envelope on
the basis of the positions of their peaks in F0 trace.

Cues : { Modulation frequency and modulation depth of F0 and speech signal envelope.
Results : { The modulation frequency increases with increasing vocal frequency.

(Schoentgen, 2002) [Sch02]

Corpus :
Vowels [a], [i] and [u] sustained by 51 moderately dysphonic patients (without pathological tremor)
and 38 control speakers.

Method :
{ Tracking : Cycle length sequence obtained via temporal peak-picking.
{ Analysis : Based on the spectrum of the cycle length sequence or the auto-covariance function in the
frequency interval [0.5Hz,25Hz].

Cues :
{ Modulation frequency (2 cues) related to the weighted average of significant peaks in each spectrum.
{ Modulation depths (2 cues) related to the maximal or standard deviation of the cycle length sequence
divided by the average cycle length.

Results :
{ No statistically significant difference is observed between male and female speakers, between control
and moderately dysphonic speakers, or between different timbres.

(Buder and Strand, 2003) [BS03]

Corpus :
Vowel [a] sustained by one control speaker, one speaker with amyotrophic lateral sclerosis and one
speaker with adductor spasmodic dysphonia.

Method :

{ Tracking : F0 contour extraction via a waveform-matching approach based on cross-correlation
{ Analysis : Estimation of the modulations of F0 (and of the sound pressure level) via a time-
frequency Fourier analysis (modulogram). Three frequency bands have been considered : the flutter
([10Hz,20Hz]), the tremor ([2Hz,10Hz]) and the wow ([0.2Hz,2Hz]). For each modulation, a low-
frequency spectrogram is obtained.

Cues :
{ Prominent modulation frequencies and their magnitudes.
{ Percentage of time over which the selected modulation is observed.
{ The sinusoidal regularity of the modulations.

Results :
{ Observation of multiple irregular modulation frequencies in the tremor domain.
{ Periodic and sustained modulations are observed in the wow domain.

(Kreiman et al., 2003) [KGG03]

Corpus :
Synthetic vowels [a] obtained on the basis of the phonation samples from 32 speakers with various
dysphonia.

Method :

{ Tracking : Cycle length sequence obtained via temporal peak-picking or zero-crossing detection.
{ Synthesis : Parameter estimates for the synthesis were derived from acoustical analyses of the original
speech sounds. Vocal tremor perturbation time series has been generated via a sine wave tremor model
or an irregular tremor model. Synthetic stimuli have been obtained via a formant-based synthesizer.
{ Perceptual analysis : Three experiments have been carried out to examine perceptually the vocal
tremor frequency pattern (5 expert judges), the effects of the vocal tremor modulation depth (10 experts
judges) as well as the effects of changes in the rate of the vocal tremor (10 expert judges). For each
experiment, the judges were asked to rate the similarity between the synthetic and original speech
sounds.

Continued on next page
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Results :

{ No significant effect on perception of the tremor pattern is observed, but depends in part on the
perceived severity of vocal tremor.
{ The coefficient of variation of the F0 contour is a good predictor of the perceived severity of vocal
tremor.
{ Differences in tremor rate are easily perceived for small and sinusoidal vocal tremor but not for large
or complex tremor patterns.

(Cnockaert et al., 2008) [Cno+08]
Corpus : Vowels [a] sustained by 37 Parkinson speakers and 35 control speakers.

Method :

{ Tracking : F0 trace is estimated on the basis of the instantaneous frequency obtained via a continuous
wavelet transform (CWT).
{ Analysis : The modulation cues are computed via a second continuous wavelet transform applied to
the F0 trace. Estimates of the modulation amplitude, frequency and energy ratio, reported hereafter, are
obtained.

Cues :

{ Modulation amplitude obtained by summing the square of the modulus of the wavelet transform over
the frequency interval [3Hz,15Hz] and normalized by the average F0.
{ Modulation frequency defined as the centroid of the modulation spectrum in the frequency interval
[3Hz,15Hz].
{ Modulation energy ratio defined as the ratio of the energy in the frequency interval [3Hz,7Hz] and
the energy in the frequency interval [7Hz,15Hz]

Results :

{ F0 is statistically significantly higher for male Parkinson speakers and the modulation amplitude is
statistically significantly higher for female Parkinson speakers.
{ The modulation frequency is statistically significantly higher for Parkinson speakers and the modula-
tion energy ratio is statistically significantly lower for Parkinson speakers compared to control speakers.
{ A statistically significant difference between Parkinsonian and control speakers is observed for male
speakers, with regard to modulation frequency and phonatory frequency. For female speakers, no
statistically significant difference is observed.

(Shao et al., 2010) [Sha+10]
Corpus : Vowels [i] sustained by 24 control speakers, 15 Parkinson speakers and 10 speakers with vocal polyps.

Method :

{ The sustained speech sounds have been analyzed by means of the Multi-Dimensional Voice Program
(MDVP) in which the cycle length tracking method is based on a short-term autocorrelation analysis.
{ A customized non-linear dynamic analysis has been performed to measure the complexity of the
speech signals by means of the correlation dimension.

Cues :

{ 6 perturbation cues collected from MDVP : percent jitter, percent shimmer, amplitude tremor index
(ATRI), frequency tremor intensity index (FTRI), amplitude tremor frequency (Fatr), and fundamental
frequency tremor frequency (Fftr).
{ Correlation dimension D2.

Results :

{ No significant difference is observed between patients and control speakers for amplitude tremor cues
(ATRI and Fatr).
{ Statistically significantly higher cycle-to-cycle perturbation sizes, tremor frequency cues (FTRI, Fftr)
and nonlinear dimensionality are observed for patients compared to control speakers.
{ No statistically significant difference is observed between Parkinson speakers and speakers with
vocal polyps.

(Anand et al., 2012) [Ana+12]

Corpus :
288 synthetic vowels [a] obtained on the basis of the phonation samples of 4 speakers with essential
tremor.

Method :

{ Synthesis : Manipulation of the F0 contour by means of the STRAIGHT speech vocoder for various
average F0, modulation frequencies, modulation depths and signal-to-noise ratios (SNR).
{ Perceptual analysis : Six judges (three experts, 3 naives) rated the severity of the vocal tremor for
each stimulus on a seven-point rating scale. Each stimulus was presented several times in random order
and a single average score is computed.

Continued on next page
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Results :
{ Voices with low F0 are perceived to have greater tremor severity.
{ Perceived severity of tremor increases with the modulation frequency and depth.
{ No systematic effect of SNR on perceived tremor severity is observed.

Table 1.3 – Chronological literature review
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1.5 Objectives and motivations
The general framework of the thesis is the assessment of disordered voices. The assessment of
voice and laryngeal function is based on auditory ratings and acoustic analyses of speech sounds.
Acoustic feature-based assessment methods are indeed popular because they are non-invasive and
enable clinicians to monitor the voice of patients quantitatively.

The goal of this study is the analysis of vocal tremor and vocal jitter in Parkinson speakers and
control speakers. Few studies have, indeed, been devoted to vocal tremor in human speakers in
general and Parkinson speakers in particular. Also, a large majority of the existing studies have
involved small corpora with tens of speakers at most. Idem, no studies have addressed jointly vocal
jitter and vocal tremor (neurological & physiological) as well as declination.

Fast, small and involuntary cycle-to-cycle perturbations of vocal cycle lengths are designated
as vocal jitter and involuntary low-frequency modulations of the vocal cycle lengths are referred to
as vocal tremor. The latter have physiological (breathing, cardiac beat and pulsatile blood flow) or
neurological causes. Conventionally, vocal jitter and tremor are tracked in sustained speech sounds
in which small cycle length perturbations are less likely to be masked by intonation, accentuation
or segment-specific phenomena. Disorders of phonation are often a consequence of the inability of
vocal folds to vibrate regularly. Larger than normal disturbances of the periodicity of the glottal
source signal are therefore observed frequently as a consequence of organic or functional disorders
of the larynx.

Here, estimates of the vocal cycle length perturbation (vocal jitter, neurological tremor, phys-
iological tremor) size, frequency and bandwidth in vowels sustained by patients suffering from
neurological disorders and normal control speakers are reported. The analysis relies on the tracking
of the vocal cycle lengths in sustained voiced speech sounds by means of a temporal method, called
salience-based cycle length tracking (SCLT), that is not based on strong assumptions with regard to
the regularity of the speech cycles and their lengths. Speech cycles are tracked via a multi-scale
analysis that assigns a salience to each signal peak and is founded on dynamic programming.

The cycle length time series is then decomposed into a sum of oscillating components by
empirical mode decomposition the instantaneous envelopes and frequencies of which are obtained
via an AM-FM decomposition. According to their frequency content, these modes are then assigned
to four categories (vocal jitter, neurological tremor, physiological tremor and a residual trend,
which is due to intonation and declination) and added within each category. The length time series
components that are so obtained are then further analyzed to measure perturbation size, perturbation
frequency and perturbation bandwidth. The within-category size of the cycle length perturbations is
estimated via the standard deviation of the empirical mode sum divided by the average cycle length.
Additional neurological tremor cues are obtained on the basis of the instantaneous frequencies and
amplitudes of the empirical modes.

Cycle length jitter and vocal tremor frequencies and depths are obtained for two corpora of
vowels comprising 123 and 74 control and 456 and 205 Parkinson speaker recordings respectively.

The general scheme of the proposal is shown in Figure 1.8.
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Voice production relies on mechanisms that involve several parts
of the human body : the sub-glottal air pressure system, the
glottal vibratory system and the supra-glottal resonating system

The positioning or motion of these body parts involves the con-
traction of muscles, controlled by the central and peripheral
nervous systems

Disorders of phonation are often a consequence of the inability
of vocal folds to vibrate regularly (organic or functional disorders
of the larynx, impairment of the central nervous system)

Vocal jitter designates small, fast and involuntary cycle-to-cycle
perturbations of the vocal cycle lengths

Vocal tremor designates small, slow, oscillatory and involuntary
perturbations of the vocal cycle lengths

Acoustic feature-based assessment is popular because it is non-
invasive and enable clinicians to monitor the voice of patients
numerically

The aim of the study is to report the size, frequency and band-
width of vocal cycle length perturbations at four distinct time
scales

Key points



2. Cycle length tracking methods

Describe conventional techniques used to track cycle
lengths or instantaneous vocal frequency in voiced speech
sounds.

Illustrate some tracking methods by means of simple exam-
ples

Objectives of this chapter
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2.1 Introduction
In voice production, vocal frequency F0 is related to the vibration rate of the vocal folds. Funda-
mental period T0 is defined as the reciprocal of F0 in a pseudo-periodic waveform. F0-tracking
refers to the task of estimating the contours of the fundamental frequency for voiced segments or
detecting individual laryngeal cycles lengths.

In the literature, several fundamental frequency/period tracking methods are proposed. These
methods may be classified into two categories (Figure 2.1) : the F0 contour extraction via short-term
analysis and the cycle-to-cycle length extraction via cycle-synchronous event analysis.

Figure 2.1 – Cycle length tracking methods

In the short-term analysis category are grouped the methods for which the speech signal is
divided into consecutive frames which are then processed separately. The tracking of F0 is applied
frame-by-frame via a short-term transformation and aims at obtaining an estimate of F0 which is
typical of that frame. Additional processes enable the analysis of time-evolving F0 by building a
so-called F0 contour.

In the second category, called cycle-synchronous event analysis, the vocal cycle lengths and the
cycle length time series are obtained cycle-by-cycle by tracking temporal patterns that characterize
the same glottal event. These techniques enable a more accurate analysis of time-evolving F0 values
but are directly affected by additive noise owing to the voice production or recording conditions.
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2.2 F0 contour extraction via short-term analysis
The F0 short-term analyses are frame-based, giving one or several F0 estimates per frame. In addi-
tion, the candidates can be connected by post-processing techniques (e.g. dynamic programming,
neural networks, or hidden Markov models) to build a time-varying F0 time series, called pitch
contour, or to use as a priori starting F0 value for cycle-to-cycle length extraction methods.

The frame length is usually chosen short enough to satisfy the assumption of pseudo-stationarity
within the frame. As a consequence, the F0 estimate is expected to be representative of the frame.
However, that length has to be chosen large enough to guarantee that the features are measurable.
A typical frame length N is equal to 2 or 3 cycles.

The frame-based analysis methods may be classified into 3 categories according to their domains
of description : temporal, spectral or model-based.

2.2.1 Temporal domain
2.2.1.1 Autocorrelation function (ACF)

Let us consider a realization x(n) of a stationary stochastic process. Its autocorrelation function
Rx(α) measures the similarities between the signal x(n) and its time shifted version x(n+α), where
α is the lag. In statistics, the autocorrelation function is computed via the mathematical expectation
as follows :

Rx(α) = E [x(n)x(n+α)] (2.1)

Since the random process is a function of time, the autocorrelation function R
′
x(α) may also be

evaluated via the temporal average over some period of time, L, or over a series of events :

R
′
x(α) = lim

L→∞

1
L

L−1
2

∑
− L−1

2

x(n)x(n+α) (2.2)

One may show that these two formulations yield the same result if the process is stationary and
ergodic. The short-term analyses based on autocorrelation use the second relation. Moreover, for
non-stationary signals, the autocorrelation function rx is computed frame-by-frame considering that
the signal is stationary within the frame. For a frame of length N and origin q, the autocorrelation
function is given by :

rx(α,q) =
1

N−|α|

q+N−α

∑
n=q

x(n)x(n+α) (2.3)

By assessing similarities between a signal and its time shifted version, the autocorrelation
function is frequently used to detect repeating patterns, such as periodicity affected or not by noise.
For instance, the autocorrelation function of a periodic signal exhibits a strong peak when the lag α

equals the cycle period T0 (in samples). This approach is frequently used by pitch tracking methods
like [Boe93] [DK02]. For instance, Figure 2.2 illustrates the autocorrelation function obtained for a
fragment of sustained voiced speech sound. One observes that the maxima of ACF are located at a
lag equal to T0 and its integer multiples.

Nevertheless, the accuracy of this global peak position tracking is not always guaranteed in
presence of signals with rapid F0 changes (spread global peak shape) or with a strong formant at
the second or third harmonic (detection of harmonics rather than the fundamental frequency).
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Figure 2.2 – Sustained vowel, autocorrelation function (ACF) and AMDF

2.2.1.2 Average magnitude difference function (AMDF)
Here, the average cycle length is determined frame-by-frame by comparing the values of a signal
and its time shifted version. For a lag α , the distance function D(α,q), applied to a frame of length
N and origin q is given by :

D(α,q) =
1

N−|α|

q+N−α

∑
n=q

|x(n)− x(n+α)| (2.4)

As a counterpart of the autocorrelation function, this distance function is expected to have a
minimum when the lag α equals the cycle period T0 (in samples). Some tracking methods based
on AMDF are explained in [Ros+74] [Hes83]. Figure 2.2 illustrates the AMDF obtained for a
fragment of a sustained voiced speech sound.
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2.2.2 Frequency domain
The spectrum of a sustained voiced speech sound is characterized by a fundamental frequency F0
and its harmonics. The spectral contour is related to the vocal tract that filters the excitation signal
causing formants and sometimes anti-formants to appear.

Figure 2.3 – Cepstrum of a voiced sound

Figure 2.3 illustrates a fragment of voiced speech and its spectrum. The direct determination
of F0 as the location of the first peak in the spectrum is often unreliable and inaccurate. For this
reason, conventional tracking methods in the frequency domain are based on the investigation of
the harmonic structure of the signal so that many harmonics contribute to the estimate of F0.

2.2.2.1 Cepstrum
One technique investigating harmonic structure consists in computing the cepstrum [OS04] of the
speech signal. The cepstrum is defined as the inverse Fourier transform of the logarithm of the
speech signal power spectrum. Assuming that the spectrum consists in harmonics spaced F0 apart,
the cepstrum highlights a prominent cepstral component at the quefrency T0 = 1/F0. Moreover,
this transformation enables the separation of the effects related to the vocal source (harmonics→
high quefrencies) and the vocal tract (slow frequency-varying spectral contour→ low quefrencies).
Figure 2.3 illustrates the cepstrum of a fragment of voiced speech.
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2.2.2.2 Harmonic product spectrum
Another technique, illustrated in Figure 2.4, consists in investigating the harmonic structure by
means of the harmonic product spectrum (HPS). HPS is obtained by multiplying a set of signal
amplitude spectra the frequency axes of which are compressed by an integer factor k. Assuming
that the fundamental and its harmonics are equally spaced on the frequency axis, HPS displays a
prominent spectral peak at F0.

Figure 2.4 – Compressed spectra and harmonic product spectrum
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2.2.2.3 Wavelet transform
Another F0 short-term analysis technique, based on a continuous wavelet transform (CWT), is
proposed in [Cno07]. The F0 estimate is obtained by means of the phase derivative of the wavelet
coefficients obtained via a continuous complex wavelet transform (in the frequency band corre-
sponding to the maximal CWT modulus). The phonatory frequency trace is then analyzed by
another wavelet transform to enable tracking local vocal frequency perturbations. Figure 2.5
illustates the two continuous wavelet transforms applied to a synthetic speech sound.

Figure 2.5 – Continuous wavelet transforms
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2.2.3 Model-based methods
Model-based tracking methods involve a discrete-time system the purpose of which is estimating
either the transfer function of the vocal tract or the harmonic structure directly. Often, linear
prediction is used. These models rely on an autoregressive (AR) model to describe the speech signal
x(n). They attempt to predict the present signal value x(n) via a linear combination of previous
values x(n− k) :

x(n) =
p

∑
k=1

ak x(n− k)+ e(n) (2.5)

where {ak} are the pth order linear predictor coefficients and e(n) is the residual prediction
error. The transfer function of this all-pole autoregressive model is :

X(z)
E(z)

=
1

1−
p

∑
k=1

ak z−k
=

1
A(z)

(2.6)

For instance, Figure 2.6 illustrates the application of linear prediction for estimating the spectral
contour of the speech signal. For that, the speech signal has been decimated to a sampling frequency
equal to 8kHz and a 10th-order AR filter has been determined by minimizing the prediction error in
the least squares sense.

Figure 2.6 – Linear prediction and inverse filtering

One observes that the filter frequency response (red curve) highlights several vocal tract res-
onance frequencies. By inverse filtering, the influence of the vocal tract can be removed, which
yields the excitation time series. This latter enables more accurate tracking of T0 via previously
illustrated techniques. Moreover, as shown in Figure 2.7, the residual displays peaks in the vicinity
of glottal closure. These events, that are related to the inability of (linear) system (2.5) to model
local non-linearities, may also be used for tracking.

Another example is given in Figure 2.8. Here, the speech signal has been decimated to a
sampling frequency Fs = 2kHz. Therefore, the spectrum of this decimated signal reports information
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Figure 2.7 – Residual signal after linear prediction

in the frequency range [0Hz,1000Hz] so that high frequency formants are discarded. The harmonic
structure is then assessed by means of a 41st-order linear prediction filter. Assuming that two
complex conjugate poles are required to track prominent spectral peaks, the frequency response
of this filter highlights spectral peaks at the fundamental frequency F0 and its harmonics. The
fundamental period T0 may also be determined on the base of the impulse response of the filter.

Figure 2.8 – Linear prediction of the decimated signal



2.3 Cycle-synchronous event analysis 33

2.3 Cycle length extraction via cycle-synchronous event analysis
The goal of these methods consists in tracking the speech cycles one by one. A sequence of
cycle boundaries, called markers, are obtained. Since the instantaneous fundamental frequency is
obtained for each cycle individually, these techniques are sensitive to local perturbations and voice
breaks, and are thus less reliable than the previously considered short-term analyses. However, the
advantage of the cycle-to-cycle tracking is its ability to estimate cycle lengths even when the signal
is not perfectly periodic (but still cyclic).

2.3.1 Narrow-band temporal pattern analysis
The narrow-band temporal pattern analysis is based on the detection of signal events reporting
glottal cyclicity after low-pass filtering, so that the harmonic structure as well as the vocal tract
formants are removed. Simple tracking rules may therefore be applied. Figure 2.9 illustrates event
detection on the basis of two different thresholds. A marker is set if the threshold is crossed in an
arbitrarily chosen direction. This requires that the time series has only one threshold crossing per
cycle, which is a severe drawback of the approach.

Figure 2.9 – Cycle tracking by threshold crossing

2.3.2 Broad-band temporal pattern analysis
The goal of broad-band temporal pattern analysis consists in detecting in each cycle the same glottal
event. A typical glottal event is the glottal closure instant that corresponds to a discontinuity in
the derivative of glottal airflow rate caused by the abrupt closure of the glottis. As a consequence,
cycle detection rests on the recursive discovery and storage of speech signal extrema that occur in
the vicinity of the instants of the maximal glottal excitation.

To enable this selection, one often assumes that voiced speech segments are pseudo-periodic
so that the maxima can be selected one by one on the base of a prior estimation of the typi-
cal fundamental period T0. Conventionally, this typical cycle length estimate involves one of
the previously described short-term analyses. Most tracking methods are based on the resid-
ual obtained after applying autoregressive linear prediction modelling that displays peaks in the
vicinity of the glottal closure [SD83] [MY08] [SY95] [Nay+07]. Others exploit the pseudo-
periodicity property of the speech signal in the adjacent cycles (autocorrelation, cross-correlation,
. . . ) [Boe93] [PS14] [Tal95] [Hes83]. Post-processing optimization paradigms, like dynamic pro-
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gramming or neural networks, are then applied to select relevant speech cycle peaks.

However, the required assumption of quasi-equal peak spacing is valid for modal voices only
and not for pathological ones, which may be characterized by large cycle-to-cycle fluctuations
in length or amplitude. Cycle insertion or omission errors may therefore occur, which bias the
acoustic cues of cycle regularity.

In this study, a broad-band temporal pattern analysis, called salience-based cycle length tracking
(SCLT), is proposed to track the cycle length in voiced speech sounds. The speech cycles are
detected via the saliences of the speech signal samples, defined by the length of the temporal
interval over which a sample is a maximum. The tracking of the cycle lengths is based on a dynamic
programming algorithm which does not request that the signal is locally periodic and the average
period length known a priori.



Tracking methods may be classified in two categories : the F0
contour extraction via short-term analysis and the cycle-to-cycle
length extraction via cycle-synchronous event analysis

Short-term analysis tracking methods are frame-based and de-
liver an estimate of the vocal frequency per frame. Their main
advantage is their reliability in background noise

Cycle-synchronous event analysis methods track speech cycles
individually. These methods enable an accurate analysis of the
time-evolving glottal cycle lengths but are easily influenced by
local signal shape anomalies and voice breaks

In this study, the proposed vocal cycle length tracking method is
an example of a cycle-synchronous event analysis method

Key points
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3. Sample salience analysis

Introduce the concept of sample salience to characterize
signal samples with regard to their neighbourhood

Propose and discuss several salience allocation methods

Objectives of this chapter
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3.1 Introduction
Often, the goal of signal processing is to discover and quantify prominent features of sequential
data. Often, these features are easily perceived by the human brain and its sensory receptors like the
eyes and ears. However, high-level computational techniques have to be implemented to quantify
these same features.

(a) Vowel a (b) Human eye (c) Mount Ararat

Figure 3.1 – Signal observation

For instance, Figure 3.1a reports the recorded signal of a sustained vowel [a]. One easily ob-
serves a succession of cycles even when several peaks occur in one cycle and the cycle amplitudes
and/or durations differ widely. Another example is illustrated in Figure 3.1c. It is a photo of the
landscape around Mount Ararat. One observes easily the two highest peaks (Greater Ararat and
Lesser Ararat) but the other hills in front of the these peaks may also be clearly discerned even
though their heights are smaller.

In topography, mountains are characterized by their elevation, prominence and isolation (Fig-
ure 3.2a). The first one is a measurement of a summit’s height relative to the (fixed) mean sea
level. The others refer respectively to the height and dominance of a summit’s peak relative to its
surroundings :

{ The topographic prominence measures a summit’s vertical distance from the lowest contour
line that encircles it and no higher peak.

{ The topographic isolation is the great circle radius to the nearest point of equal elevation.

These features tend to summarize what the human eyes and brain perceive. Peaks with high
prominences and isolations often have impressive summit views even when their elevations are
comparatively modest.

(a) Topographic elevation, prominence and isolation (b) The salience

Figure 3.2 – Topographic characterization of a mountain summit

Here, one introduces the concept of signal salience. Salience may be defined from a topographic
point of view as a generalization of a summit’s isolation. It reports the length of a line segment
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(parallel to the mean sea level) over which the summit has the highest elevation (Figure 3.2b). That
salience is also a measure of dominance relative to the surroundings. For instance, Figure 3.3a
illustrates a tent in the Marocco desert. The highest part of its roof is expected to have a high
salience because that desert is a region with no or a few sparse buildings, dunes or vegetation.
However, the same tent in the streets of New-York (Figure 3.3b) is expected to have a smaller
salience.

(a) Desert of Marocco (b) New York

Figure 3.3 – Topographic salience

In this study, the salience is defined for unidimensional time series. In that case, the salience
corresponds to the duration of the longest temporal interval over which a signal sample is a maxi-
mum. Its unit will be expressed in seconds (or number of discrete samples).

The saliences are used to detect automatically voiced speech cycles. Salience is a relevant
signal feature because one observes that signal peaks that are similarly positioned in vocal cycles
may have similar saliences even if the peak amplitudes differ widely. This also applies to peaks
in cycles the durations of which are perturbed moderately. The salience can therefore be used to
detect automatically voiced speech cycles because they display a prominent peak in the vicinity of
glottal closure.

3.2 Definition

One considers a signal array of length M. Each sample is characterized by its position and value.
Salience s(k) of sample k is defined as the length of the temporal interval over which that sample is
a maximum. Therefore, the salience of the global maximum is M, if there is no other sample with
the same value.

Figure 3.4 – Salience definition
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For instance, Figure 3.4 illustrates the saliences assigned to the 4th and 12th samples. One
observes that the 4th sample, in spite of the fact that it has a larger value than the 12th, has a smaller
salience. A sample with a large value has not necessarily a high salience, and vice-versa. The
salience is determined by the value of a sample relative to its neighbours.

One also defines a right salience sr(k) and left salience sl(k) as the number of samples over
which a sample k is a maximum to the right and left. Total salience, left and right saliences are
related as follows :

s(k) = sl(k)+ sr(k)+1 (3.1)

For example, the salience values assigned to the 4th and 12th samples are reported hereafter :

k s(k) sl(k) sr(k)
4 4 2 1
12 7 4 2

3.3 Salience allocation methods

In this section, several methods are proposed to assign a salience to each sample of an array of
length M. The raw approach consists in considering one-by-one each array sample, computing to
its right and left the lengths of the longest temporal interval over which that sample is a maximum
and summing these. The computational load is important due to several redundant steps.
The basic proposal consists in considering all possible within-array analysis intervals and recording
the length of the largest interval over which a sample is a maximum. As shown later, one of the
weaknesses of that approach is the effect of the array boundaries, which bias the salience values.
As an alternative, a window-based approach is proposed. The window is smaller than the array
length, and moves sample by sample to the right. It has the advantage that each sample occupies
different positions within the window and its salience value is therefore independent of the array
origin. This method also uses some computational artifices to avoid redundancy.

3.3.1 Basic algorithm

The basic approach for estimating saliences consists in considering all possible within-array anal-
ysis intervals and recording the length of the largest interval over which a sample is a maximum
(Figure 3.5a).

First, all sample saliences are put to 1 (because each sample is a local maximum with regard to
itself) and the length of the analysis interval is put to n = 2.

The signal array of length M is then subdivided into analysis intervals of length n. The rightmost
interval stops at the right array boundary whatever its length (i.e. the rightmost interval length is
comprised between 1 and n). Within each interval, the maximum is determined and a salience equal
to n is assigned to the interval maximum. The length of the analysis interval n is then increased
by one and a new array subdivision and salience allocation is carried out. At the end, all samples
have at least one and maximally M salience values. Only the highest salience value is kept for each
sample.

As an example, Figure 3.5b illustrates the steps of the algorithm for an array of length M = 16.
One observes that the position of the analysis array within the signal affects the results. For instance,
in Figure 3.5b, the 2nd sample has a salience equal to 1. However, if the second sample of the array
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Figure 3.5 – Basic algorithm for salience computation
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was taken as the origin, it would have a salience equal to 4.

Moreover, the salience of the samples in the rightmost interval is affected by the anomalous
interval length (< n). Also, no information is available about the samples outside the array. As a
consequence, spurious salience values may be assigned to samples near the array boundaries.

To obtain sample saliences that are position-independent, one may rotate M times the M samples
in the analysis array so that each sample occupies once the left and right boundary positions. The
sample salience is calculated for each within-array rotation. The final salience is the average of the
saliences computed for each rotation. The average sample salience may therefore be considered
to be independent of the position with regard to the array boundaries. However, when rotating,
samples that are distant in time may be put into contact, which may be a different cause of bias.
Rotation also increases processing time.

Finally, the salience is globally defined so that a sample with a higher value than its neighbours
has a high salience value ≤M. So, if the length of the analyzed signal is high, the salience values
differ widely. These differences may not be useful, and the knowledge of the salience within a
limited temporal interval may be preferred. Therefore, an alternative is proposed to obtain sample
saliences that are less dependent on position and valid within a limited temporal interval.

3.3.2 Sliding analysis window

To overcome the problems related to boundary effects and choice of origin, a sliding analysis
window is used for salience allocation. That analysis window wN(i) (of origin i, and length N
smaller than the array length) is placed at the beginning of the array and moves sample-by-sample
to the end. Therefore, each sample occupies different positions within the window and its salience
value is independent of the array origin.

Moreover, each array sample is ensured to get a valid salience value within a limited temporal
interval and the processing time may also be significantly decreased. The processing time improve-
ment relies on several computational artifices that decrease step redundancy. As seen previously,
the raw approach consists in considering each sample individually and determining the longest left
and right interval lengths over which the sample is a maximum.

Hereafter, allocation relies on a partial salience assigned at each position of the analysis window
and an update of the partial saliences. For the sake of clarity, one introduces hereafter three kinds
of saliences : the local (window-based values), running (updated values) and final salience. The
partial salience allocation as well as the updating (called global salience allocation) are described
hereafter.

3.3.2.1 Local, running and final saliences

Local saliences :

The term “local” refers to the salience values which have been obtained for one position of the
sliding analysis window wN(i), independently of the previous window positions. Symbols s(k, i),
sl(k, i) and sr(k, i) designate respectively local total salience, local left salience and local right
salience values assigned to sample k when the window origin is sample i. For an analysis window
of length N, the salience ranges satisfy the following relations :



46 Chapter 3. Sample salience analysis


1≤ s(k, i)≤ N

0≤ sl(k, i)≤ N−1

0≤ sr(k, i)≤ N−1

(3.2)

These values are defined within a temporal interval relative to the analysis window. They are
interdependent. The left and right salience values may be ≤ N−1, but their sum is bounded and
has to satisfy relation (3.1) :

s(k, i) = sl(k, i)+ sr(k, i)+1 (3.3)

Running saliences :
The term “running” refers to the values of saliences that have been assigned to a sample taking into
account the previous positions of the analysis window. Running values increase monotonically
when the window slides to the right. Symbols s∗(k, i), s∗l (k, i) and s∗r (k, i) designate respectively
running salience, running left salience and running right salience values assigned to sample k with i
being the present origin of the window. Each running salience is the maximum of the corresponding
local salience obtained for the previous (and present) window positions :

s∗(k, i) = maxi′≤i

(
s(k, i

′
)
)

1≤ s∗(k, i)≤ N

s∗l (k, i) = maxi′≤i

(
sl(k, i

′
)
)

0≤ s∗l (k, i)≤ N−1

s∗r (k, i) = maxi′≤i

(
sr(k, i

′
)
)

0≤ s∗r (k, i)≤ N−1

(3.4)

Their values are defined within the analysis window (≤ N) but the maximal running saliences
(left, right or total) are generally obtained for different positions of the sliding analysis window. As
a consequence, equation (3.1) is not satisfied in general : s∗(k, i) 6= s∗l (k, i)+ s∗r (k, i)+1.

Final saliences :
The term “final” refers to the salience values obtained for each sample at the end of the process.
For an array of length M and an analysis window of length N, the origin i of the rightmost analysis
window wN(i) is located at i = M−N +1. Symbol s f designates the final salience values that are
linked to the running left and right saliences by equation (3.1) :

s f (k) = s∗l (k, i)+ s∗r (k, i)+1 f or i = M−N +1

1≤ s f (k)≤ 2N−1
(3.5)

Local and running values of the total saliences s(k, i) and s∗(k, i) are intermediaries only that
are used to reduce the computational load (see section 3.4).
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3.3.2.2 Partial within-window salience allocation
Let us consider the analysis window wN(i) of length N and origin i. The goal of this partial salience
allocation consists in determining the local saliences of samples within the analysis window. By
default, all local saliences are initialized with their minimal value (0 for left and right local saliences
and 1 for local total saliences). The term “partial” indicates that all samples are not guaranteed to
obtain a salience value after that process.

Partial salience allocation exploits a feature of the tabular representation in Figure 3.5b. Instead
of computing maxima over intervals of increasing length 2,3,. . . , one determines the maximum over
frames of decreasing lengths. The steps of that partial salience allocation algorithm are summarized
in the flow diagram of Figure 3.6a and detailed hereafter :

1. Initialize : Let n be the length of the interval over which the maximum is computed. Initially,
n = N.

2. Compute the position j of the maximum : one determines the absolute position j of the
maximum within the interval i≤ j ≤ i+n−1.

3. Assign local saliences to the maximum : The local saliences of this maximum are respectively
s( j, i) = n, sl( j, i) = j− i and sr( j, i) = i+n− j−1.

4. Test : if the maximum is the first sample of the window, the procedure stops. Otherwise, a new
maximum computation is carried out. For that, notice that j would remain the position of the
maximum as long as the considered interval starting from i has a length n > j− i. Therefore,
at the next step, only the maximum over the j− i first windows sample is computed. So,
n→ j− i and looping back to step 2 until j = i.

Figure 3.6b illustrates the application of these rules to the same array as illustrated in Figure 3.5b.
One observes that partial salience allocation always assigns local salience values to the origin i of
the sliding window. Moreover, that origin i is guaranteed to obtain at this stage its maximal right
salience.
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(a) Flow chart : Partial salience allocation applied to an analysis window of length N

n j s( j, i) sl( j, i) sr( j, i)
16 i+14−1 16 13 2
13 i+13−1 13 12 0
12 i+10−1 12 9 2
9 i+1−1 9 0 8

(b) Example : Partial salience allocation applied to an analysis window of length N = 16

Figure 3.6 – Partial salience allocation
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3.3.2.3 Global salience allocation
All samples of the array of length M are not assigned a salience value via the partial salience
allocation algorithm and the problems related to the array origin are not solved either. Therefore,
the window wN(i) (of length N < M and origin i), is moved sample-by-sample along the array.
Local saliences s(k, i), sl(k, i) and sr(k, i) are then obtained with reference to the sliding window
and running saliences s∗, s∗l and s∗r are updated for each window position. The steps, summarized
in Figure 3.7, are the following:

1. Initialization : all saliences s∗ are put equal to 1 and all saliences s∗l and s∗r equal to zero.
2. Application of the partial salience allocation for position i of the sliding window wN(i),

obtaining the local s(k, i), sl(k, i) and sr(k, i) saliences, k = i, . . . , i+N−1.
3. For each sample k, updating of the running saliences as follows s∗ = s(k, i), s∗l = sl(k, i),

s∗r = sr(k, i) if their values increase. Otherwise, no updating.
4. Shifting of the window to the right by one sample (i→ i+1) and looping to step 2.�

�
�
�Initialization

i = 1

?

Partial salience
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-��
�
��

H
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�
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�
Shift of the
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�

-

�
�

�
�End

Figure 3.7 – Global salience allocation (flow chart)

When the right-hand side of the sliding window has reached the right boundary of the array
(i = M−N +1), the final sample salience values s f are given by :

s f (k) = s∗r (k, i)+ s∗l (k, i)+1 for i = M−N +1 (3.6)

At this stage, each sample has been assigned a final salience because the sliding window is
hopped sample-by-sample and because the partial salience allocation always updates the salience
value assigned to the left-most sample in the sliding window. Each sample will also obtain its maxi-
mum left salience for the window position for which it is a maximum over all its left neighbours in
the window. The relevance of the final saliences, obtained from the left and right running saliences,
is discussed in section 3.5.

It is recommended to discard the N−1 first and the N−1 last samples of the salience analysis
array, because the values are conditioned by the array boundaries.
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3.4 Reduction of computational load
One may show that the previous algorithm comprises steps that are redundant and that increase the
computation time. Indeed, until now, all the steps of the partial salience allocation method have
been applied for each position of the sliding window. The salience allocation may therefore be
speeded up further by carrying out additional tests on the saliences obtained at previous sliding
window positions. These additional steps will be reported hereafter.

A speeding up follows from the property of the partial salience allocation, for which the first
sample of the analysis window is guaranteed to have an updated salience value. Let i be the
sample index of the current window origin and s∗(i, i−1) its running salience value obtained for
all previous positions of the sliding window, so that :

s∗(i, i−1) = max j<i
(
s(i, j))

)
(3.7)

By definition, that running salience can only increase monotonically. Therefore, one knows
that this sample i has been previously a maximum over an interval of length s∗(i, i−1). As a con-
sequence, the computation of the maximum over intervals of lengths 1, ...,s∗(i, i−1) is not required.

The final salience allocation method, illustrated in Figure 3.8, is thus modified as follows :

1. Initialization : all saliences s∗ are put equal to 1 and all saliences s∗l and s∗r equal to zero.
2. Determination of the running salience value s∗(i, i−1) assigned to the origin sample i of the

sliding window wN(i).
3. Application of the partial salience allocation for position i of the sliding window wN(i), ob-

taining the local s(k, i), sl(k, i) and sr(k, i) saliences, k = i, . . . , i+N−1. However, the partial
salience allocation method is applied only for frames of length n=N,N−1, . . . ,s∗(i, i−1)+1

4. For each sample k, updating of the running saliences as follows s∗ = s(k, i), s∗l = sl(k, i),
s∗r = sr(k, i) if their values have increased. Otherwise, no updating.

5. Shifting of the window to the right by one sample (i→ i+1) and looping to step 3.
6. At the end, determination of the final sample salience values and discarding of the N−1 first

and N−1 last salience array samples.
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3.5 Validation

3.5.1 Preliminary remarks

The sample salience allocation relies on the computation of array maxima. Therefore, the results
may be directly affected by the implementation rules used for the computation of maxima. In this
study, a maximum is defined as the array sample the value of which is larger than the others. If
several identical array maxima exist, the left-most maximum only is taken into account.

3.5.2 Theoretical developments

Let us consider a signal of length M and a sliding window of length N < M. The goal of the
following developments consists in determining the salience values assigned to a sample k on the
basis of the window-based salience allocation method described in section 3.3.2. For that, one
assumes that the sample k is located far from the array boundaries (N ≤ k ≤M−N +1) so that
these do not condition the assigned salience values.

For the sake of simplicity, consider the signal x(n) of length M where δ is a unit impulse,
j < k < l and A j, Ak, Al the respective amplitudes. By considering different amplitudes and
positions of these three samples, one may illustrate all possible cases that the algorithm has to take
into account during salience allocation.

x(n) = A j ·δ (n− j)+Ak ·δ (n− k)+Al ·δ (n− l) (3.8)

By using a sliding analysis window wN(i) of length N and origin i, the running salience values
are updated if their values are increased for a window position. Below are given all possible
maximal values of running left and right saliences s∗l (k, i) and s∗r (k, i) obtained for sample k for
an critical position of the sliding analysis window. The term “critical” refers here to the window
position required to update the corresponding running saliences.

s∗l (k, i) =


Salience
values

Conditions Critical wN(i)

k-j-1 (A j ≥ Ak) and (k− j+1≤ N) i = j+1
N-1 (A j < Ak) or (k− j+1 > N) i = k−N +1

(3.9)

s∗r (k, i) =


Salience
values

Conditions Critical wN(i)

l-k-1 (Al > Ak) and (l− k+1≤ N) l−N−1 < i≤ k if A j < Ak
max( j, l−N−1)< i≤ k either

N-1 (Al ≤ Ak) or (l− k+1 > N) i = k

(3.10)

Figure 3.9 illustrates all possible situations.

One observes that the maximal values of running left and right saliences are not obtained for
the same analysis window position. The final salience value s f (k) is thus obtained at the end of
the procedure by summing the obtained running left and right salience values, as explained in
section 3.3.2.3. Hereafter are reported all the possible values of s f (k) in each situation :
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(a) s∗l (k, i)
∣∣
i≥ j+1 = k− j−1 (b) s∗l (k, i)

∣∣
i≥k−N+1 = N−1

(c) s∗l (k, i)
∣∣
i≥k−N+1 = N−1

(d) s∗r (k, i)|i>l−N−1 = l− k−1 (e) s∗r (k, i)|i>max( j,l−N−1) = l− k−1

(f) s∗r (k, i)|i≥k = N−1 (g) s∗r (k, i)|i≥k = N−1

Figure 3.9 – Running left and right salience values obtained for sample k
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s f (k) =



Values Conditions
l− j−1 [(A j ≥ Ak) and (k− j+1≤ N)]

[(Al > Ak) and (l− k+1≤ N)]

2N−1 [(Al ≤ Ak) or (l− k+1 > N)]
[(A j < Ak) or (k− j+1 > N)]

k+N− j−1 [(A j ≥ Ak) and (k− j+1≤ N)]
[(Al ≤ Ak) or (l− k+1 > N)]

l +N− k−1 [(Al > Ak) and (l− k+1≤ N)]
[(A j < Ak) or (k− j+1 > N)]

(3.11)

The salience values obtained via the sliding analysis window are hereafter compared with the
theoretical salience values s(k), obtained on the basis of the salience definition.

s(k) =



Values Conditions
l− j−1 A j ≥ Ak

Al > Ak
M A j < Ak

Al ≤ Ak
M− j A j > Ak ≥ Al
l−1 A j < Ak < Al

(3.12)

One observes that the algorithm yields saliences values s f (k) identical to the expected salience
values s(k) as long as the true left and right sample saliences are < N (i.e. the analysis window
length). When one of the true left or right running saliences ≥ N, then the sample salience acquires
an in-between value. When both true saliences ≥ N, then the sample salience equals 2N−1.

To sum up, the sliding window length N must be choosen so as to minimize the loss of informa-
tion owing to the array boundaries and maximize the relevance of the salience(s) with regard to the
goal of the analysis.
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3.6 Example
3.6.1 Application to an arbitrary array

One considers a basic signal x of length M = 16.

x =
[

6 2 1 3 4 5 3 1 6 7 8 9 10 8 1 3
]

The sample salience allocation method is applied with a sliding analysis window of length
N = 5. Figure 3.10 illustrates the M−N + 1 positions of the sliding window and the running
salience allocation.

A color code summarizes the algorithm steps :
{ White : Default. Ignored frame.
{ Green : Frame which has been used for the computation of a maximum. (black dot indicates

the maximum position)
{ Orange : Redundant step. Frame which has not been considered during partial salience

allocation to decrease computational time.

The salience allocation results are illustrated in Figure 3.11 and summarized below :

s∗l =
[

0 0 0 2 3 4 0 0 4 4 4 4 4 0 0 0
]

s∗r =
[

4 1 0 0 0 2 1 0 0 0 0 0 3 0 0 0
]

s f =
[

5 2 1 3 4 7 2 1 5 5 5 5 8 1 1 1
]

Figure 3.11 illustrates also the true values which have been obtained by visual inspection. One
observes that, in the central part of the graph (where the sample saliences are not affected by the
boundaries), theoretical left, right and final salience values have been assigned to samples 5, 6, 7
and 8. However, samples 9, 10, 11, 12 have decreased final salience values. This is explained by
the thresholding of the left saliences to a value equal to N−1.
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3.6.2 Application to a voiced speech sound
Figure 3.12 illustrates the results of salience allocation for a vowel [a] sustained by a normophonic
or a dysphonic speaker.

Figure 3.12 – Salience allocation : application to a voiced speech sound

For each speaker, the upper picture illustrates the speech sound and the lower picture reports
the final salience values (expressed in seconds) assigned to each sample. These results have been
obtained with a sliding window of 25ms. (More details will be given in chapter 5). One observes
that the speech cycle peaks that are located in the vicinity of the maximal glottal excitation are
characterized by large salience values. The salience can therefore be used to detect voiced cycles
automatically.

3.7 Conclusions

In this chapter, the concept of sample salience has been introduced to characterize the prominence
of a signal sample relative to its surrounding. Different salience allocation methods have been
proposed. The retained method is frame-based and relies on a partial salience allocation applied
for each position of the analysis window and an update of the sample salience. It has been shown
that this algorithm yields salience values identical to the theoretical values as long as the distance
between a signal sample and its neighbour with higher amplitude (or the array boundaries) is lower
than the analysis window length. If this is not the case, the saliences may be clipped and acquire
a lower value. Therefore, the length of the sliding analysis window has to be chosen so as to
minimize the loss of information owing to the array boundaries and maximize the relevance of the
saliences with regard to the goal of the further analysis. In addition, the proposal comprises several
improvements to speed up the salience allocation process.

The concept of salience will be used in Chapters 4 and 5 to track cycle lengths via dynamic
programming, and more specifically the glottal cycle lengths. Indeed, in voiced speech fragments,
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speech cycles are often characterized by a prominent signal peak that is the effect of the glottal
excitation. The salience of that peak is expected to be high irrespective of the evolving signal
amplitude.



The sample salience is defined as the length of the longest inter-
val over which a sample is a maximum

The salience is determined by the value of a sample relative to
its neighbours. A sample with a large value has not necessarily a
high salience, and vice-versa

A frame-based sample salience allocation method is proposed
to assign a salience value to each array sample

The obtained salience values agree with the theoretical values as
long as the distance between a signal sample and its neighbour
with larger amplitude (or the array boundaries) is lower than the
analysis window length

Key points



4. Tracking of cycle lengths via dynamic programming

Propose a temporal method for the tracking of cycle
lengths of which no strong assumptions are made with
regard to their regularity

Describe and illustrate the proposed method that relies
on a dynamic programming algorithm based on peak
saliences and inter-peak durations

Objectives of this chapter
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4.1 Introduction

A method is proposed to track cycles in the temporal domain via a multi-scale analysis that assigns
a salience to each signal peak, and which is founded on dynamic programming. The goal consists
in selecting cycle peaks that characterize the same event. The method does not rest on the assump-
tions that the signal is locally periodic and the average period length is known a priori. The only
assumption is that the average cycle frequency F0 is comprised between two fixed limits, F0,min and
F0,max.

4.2 Overview

Dynamic programming is an optimization method that transforms a complicated problem into a
sequence of simpler sub-problems. The topology of dynamic programming comprises several
elements, usually called stages and states [BHM77].

A general characteristic of dynamic-programming is the development of a recursive optimiza-
tion procedure, which arrives at a solution of the overall problem by first solving a one-stage
problem and sequentially including additional stages, one at a time, and solving one-stage problems
until the overall optimum has been found. This approach refers to the principle of optimality that
stipulates that any optimal policy has the property that, whatever the current state and decision, the
remaining decisions must constitute an optimal policy with regard to the state resulting from the
current decision.

The optimization problem is structured into multiple stages which are solved sequentially. Each
stage is defined as a point of the structure where an ordinary optimization problem has to be solved
and a decision made. That decision helps to define the characteristics of the next one-stage problem
in the sequence. Often, the stages represent different temporal events within the problem’s planning
horizon. Associated with each stage are the states of the process. The states reflect the information
required to fully assess the consequences that the current decision has upon future actions. They
should convey enough information to enable future decisions without regard to how the process
reached the current state.

Here, the optimization consists in considering several candidate cycle length time series obtained
by means of the retained peak distances and discovering via dynamic programming the length
series that has the smallest overall cycle duration perturbation. The candidate cycle length series are
built by taking into account several signal peak sub-sequences on the base of the local inter-peak
durations and the peak salience values, assuming that speech cycle peaks owing to the glottal
excitation are characterized by large salience values.

4.3 Problem formulation

The cycle length tracking is based on speech signal peaks, that are characterized by their positions
and their saliences. The goal consists in selecting a subset of speech signal peaks that characterize
the same glottal events. A typical cycle length sequence is expected to report quasi constant
distances between peaks characterized by high saliences.

4.3.1 Topology
The dynamic programming approach used for the tracking of cycle lengths consists in building a
network of stages in which each node is a triplet of peaks. Each peak triplet may be isolated or
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joined to other peak triplets, forming thus a sequence of peaks. The optimization consists in starting
from a peak triplet located at the beginning of the array and determining the optimal path through
the network to arrive at a peak triplet located at the end of the array. The decision rules involve the
second order difference of inter-peak durations as well as the peak saliences.

Figure 4.1 – Dynamic programming approach : Optimization network, each stage being a triplet of signal peaks

4.3.2 Stages

The stages are successions of 3 peaks g, h and i, called a triplet and denoted hereafter as (g−h− i).
The inter-peak distances have to satisfy the following conditions :

dmin ≤ d(g,h) ≤ dmax

dmin ≤ d(h,i) ≤ dmax

1
(1+α)d(g,h) ≤ d(h,i) ≤ (1+α)d(g,h)

(4.1)

Distances dmin =
Fs

F0,max
and dmax =

Fs
F0,min

designate respectively the minimal and maximal ex-
pected cycle lengths in samples. Symbol d(g,h) designates the distance between peaks g and h, and
symbol α refers to the maximal local length perturbation the tracker is able to take into account.
Figure 4.2 illustrates two examples of triplets ending at the same peak i.

Figure 4.2 – Two triplets (g1−h1− i) and (g2−h2− i) ending at peak i

During optimization, several triplets are concatenated to build a triplet sequence. A triplet
sequence is a succession of consecutive triplets which have two peaks in common (example :
(e− f −g), ( f −g−h), (g−h− i), . . . ). The optimal triplet sequence therefore corresponds to the
path involving peak triplets that give rise to the smallest overall cycle length perturbation.
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As explained later, the stage decision consists in determining the optimal preceding triplet to
build a triplet sequence. The use of peak triplets rather than peak couples is motivated by the fact
that the first-order perturbations of the inter-peak distances may be assessed on the base of at least
three local peak positions. The concatenation of two adjacent triplets informs about the positions of
4 peaks and thus 3 inter-peak distances. Therefore, the local second-order perturbations may be
assessed via the second-order difference of these 3 distances. By using the second order difference
within a decision rule, the tracking of the peaks is not affected by a linear trend of the inter-peak
distance time series owing to intonation/declination.

4.3.3 States

For each triplet (g−h− i), the optimization problem consists in determining the best preceding
triplet ( f ∗−g−h) among a set of admissible preceding triplets T(g,h,i). Figure 4.3 illustrates several
admissible preceding triplets ( f −g−h).

Figure 4.3 – Set of preceding triplets

The state, associated to the triplet (g,h, i) and denoted C(g,h,i), is a measurement of the overall
length perturbation of the sequence ending at triplet (g−h− i). The state variables are the second
order inter-peak difference of the sub-sequence [( f −g−h),(g−h− i)] and the peak salience s( f )
assigned to peak f . Let ( f ∗−g−h) be the optimal preceding triplet, the state C(g,h,i) evolves as
follows :

C(g,h,i) =
(
C( f ∗,g,h)+ c( f ∗,g,h,i)

)∣∣
( f ∗−g−h)∈T(g,h,i)

where : c( f ∗,g,h,i) =

(
|2d(g,h)−d( f ∗,g)−d(h,i)|+1

)γ1

s( f ∗)γ2

(4.2)

c( f ∗,g,h,i) is the absolute length perturbation increment of the triplet sequence. Positive pa-
rameters γ1 and γ2 assign different weights to the perturbations and saliences. If γ1 > γ2, the
second-order perturbation of the sequence is a key factor for the choice of the best preceding triplet.
Otherwise, a greater weight is assigned to the peak salience. In this study, the cycle length tracking
relies on the selection of peaks that characterize the same glottal event, i.e. the peaks that are
located in the vicinity of the maximal glottal excitation that are expected to have higher saliences.
Moreover, pathological voices are expected to have higher cycle-to-cycle length perturbations. As a
consequence, a higher weight is assigned to the salience so that γ1 = 1 and γ2 = 2. In the case of
vanishing second-order perturbations, the “+1” in the numerator of c enables to take into account
the contribution of the peak salience.
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Additional state variables, denoted hereafter L(g,h,i) and µ(g,h,i), are also introduced :

{ L(g,h,i) reports the number of cycles in the sequence ending at triplet (g,h, i). L is important
because a triplet sequence with long inter-peak distances is expected to have a smaller overall
perturbation C than a triplet sequence with short inter-peak distances, because of the variable
number of cycles. Moreover, proper use of L in the path search enables the tracking of vocal
cycle lengths in the presence of moderate diplophonia.

{ µ(g,h,i) reports the average inter-peak distance of the sequence ending at triplet (g,h, i). This
state variable is a safeguard that avoids that distant triplets in the sequence have inter-peak
distances that are too different. As an example, Figure 4.4 illustrates a triplet sequence for
which the inter-peak distance d(d,e) is much higher than the distance d(a,b) although each
triplet satisfies condition (4.1).

Figure 4.4 – Triplet sequence with increasing inter-peak distances

Here, the average inter-peak distance µ(g,h,i) is used during the optimal path search to limit
the set of admissible preceding triplets T(g,h,i) as follows :

( f −g−h) ∈ T(g,h,i)⇔
1

1+ γ3
µ( f ,g,h) ≤ d(h,i) ≤ (1+ γ3)µ( f ,g,h) (4.3)

Parameter γ3 is typically chosen in the interval [0.5,1]. A value < 0.5 is not recommended
when cycle lengths are tracked in presence of intonation/declination.

4.3.4 Initialization

Let’s consider an array of length M. First, one determines the positions and saliences of the signal
peaks. The initialization consists in determining all the peak triplets which satisfy conditions (4.1)
and identifying its preceding candidate triplets that have 2 peaks in common with the peak triplet.
On the basis of the triplet position and the number of candidate predecessors, the triplet states are
then initialized as follows :

Figure 4.5 – Initialization of triplet states



4.3 Problem formulation 67

{ If the triplet (g−h− i) has no candidate predecessor and is located at the beginning of the
array so that the peak position g satisfies the condition g≤ (1+α)d(g,h) (Figure 4.5), its state
variables are initialized as follows :

C(g,h,i) = 0

L(g,h,i) = 2

µ(g,h,i) =
d(g,h)+d(h,i)

2

(4.4)

These triplets constitute the possible initial stages of the triplets sequences.

{ Otherwise, the states are initialized at their default values: C(g,h,i) = ∞, L(g,h,i) = 0 and
µ(g,h,i) = ∞

Moreover, all the triplets (g−h− i) that are located at the end of the array so that i≥M− (1+
α) d(h,i) and have no successor are marked as “final”. They constitute the possible final stages of
the candidate triplet sequences.

4.3.5 Optimal path search
Optimal search via dynamic programming here consists in finding the path involving peak triplets
that give rise to the smallest perturbations of the inter-peak durations. For that, all peak triplets
are ranked by increasing position of their last peak and then considered sequentially. For each
peak triplet (g− h− i), the selection of its best preceding triplet ( f ∗− g− h) among the set of
admissible preceding triplets T(g,h,i) relies on inter-peak distances, saliences as well as the state
variables L(g,h,i). The one-stage decision consists here in determining the triplet sequence ending
at triplet (g− h− i) which minimizes the overall length perturbation considering the length of
the sequence. Let ( f ∗− g− h) be the best preceding triplet of (g− h− i) which belongs to this
sequence. This best predecessor has to satisfy the following condition :

( f ∗−g−h) = argmin
(

C( f ,g,h)+ c( f ,g,h,i)

(L( f ,g,h)+1)γ4

)∣∣∣∣
( f−g−h)∈T(g,h,i)

(4.5)

The purpose of the denominator is to disfavor cycle omissions. Parameter γ4 has been fixed to 3
to enable tracking cycle length time series characterized by high cycle-to-cycle length perturbations.

The link to this optimal preceding triplet is kept in memory and the states of (g−h− i) are then
updated on the basis of that optimal predecessor as follows :

C(g,h,i) =
(
C( f ∗,g,h)+ c( f ∗,g,h,i)

)
L(g,h,i) = L( f ∗,g,h)+1

µ(g,h,i) =

(
µ( f ∗,g,h) L( f ∗,g,h)+d(h,i)

)
L( f ∗,g,h)+1

(4.6)

A triplet (initial or not) with no predecessor will keep its default initial state values.

4.3.6 Backtracking
When all triplet states have been updated, the peak triplet (g∗−h∗− i∗) giving rise to a minimal
ratio C/Lγ4 is kept and marked as “final”.
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The peak triplet sequence corresponding to this optimal final triplet is then recovered by
backtracking, starting from the optimal triplet (g∗−h∗− i∗) and adding the memorized optimal
preceding peak triplet, and so on.

4.4 Application to an example array
Let’s consider an array of length 85 for which 14 array peak positions (labelled a, b, c, . . . , n) have
been determined :

Position label a b c d e f g h i j k l m n
Position value 1 11 20 22 29 31 33 40 46 51 60 71 77 81

4.4.1 Initialization of the optimization network
The parameter values for the triplet determination have been fixed to : dmin = 5, dmax = 21 and
α = 0.35. Table 4.1 reports the inter-peak distances.

a b c d e f g h i j k l m
b 10
c 19 9
d 21 11 2
e 28 18 9 7
f 30 20 11 9 2
g 32 22 13 11 4 2
h 39 29 20 18 11 9 7
i 45 35 26 24 17 15 13 6
j 50 40 31 29 22 20 18 11 5
k 59 49 40 38 31 29 27 20 14 9
l 70 60 51 49 42 40 38 31 25 20 11

m 76 66 57 55 48 46 44 37 31 26 17 6
n 80 70 61 59 52 50 48 41 35 30 21 10 4

Table 4.1 – Example : Inter-peak distances

The pair of peaks (marked in red in the table) the inter-peak distance of which is < dmin or
> dmax are discarded. For the remaining peak doublets, one determines all the possible doublet
sequences to build a triplet satisfying conditions (4.1). Table 4.2 reports the so-obtained triplets as
well as their candidate preceding triplets. On the basis of the triplet positions and the number of
triplet predecessors, the initial and final stages of the interconnection network are identified and
appropriate initial state values are assigned.

After initialization, the multistage interconnection network associated with the tracking problem
is illustrated in Figure 4.6. One observes that there are several candidate sequences involving peak
triplets that join the initial and final stages. Moreover, the number of triplets in these sequences
is different. Some triplet sequences like (g−h− i) (h− i− j) will never belong to any candidate
sequence because the first triplet of the sequence is not marked as initial. The same applies to
isolated triplets like (g− j− l).
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Triplets Status
Candidate

C L µ
predecessors

(a−b− c) Initial 0 2 9.5
(a−b−d) Initial 0 2 10.5
(b− c− e) (a−b− c) ∞ 0 ∞

(b− c− f ) (a−b− c) ∞ 0 ∞

(b−d− f ) (a−b−d) ∞ 0 ∞

(b−d−g) (a−b−d) ∞ 0 ∞

(a− c−h) Initial 0 2 19.5
(a−d−h) Initial 0 2 19.5
(c− e−h) (b− c− e) ∞ 0 ∞

(c− f −h) (b− c− f ) ∞ 0 ∞

(d− f −h) (b−d− f ) ∞ 0 ∞

(b− e− i) Initial 0 2 17.5
(b− f − i) Initial 0 2 17.5
(c−g− i) ∞ 0 ∞

(d−g− i) (b−d−g) ∞ 0 ∞

(g−h− i) ∞ 0 ∞

(b− f − j) Initial 0 2 20
(e−h− j) (c− e−h) ∞ 0 ∞

( f −h− j) (c− f −h) ∞ 0 ∞

(d− f −h)
(h− i− j) (g−h− i) ∞ 0 ∞

(c−h− k) (a− c−h) 0 2 20
(d−h− k) (a−d−h) 0 2 19
(e− i− k) (b− e− i) ∞ 0 ∞

( f − i− k) (b− f − i) ∞ 0 ∞

(g− i− k) (c−g− i) ∞ 0 ∞

(d−g− i)
(h− j− k) (e−h− j) ∞ 0 ∞

( f −h− j)
( f − j− l) Final (b− f − j) ∞ 0 ∞

(g− j− l) Final ∞ 0 ∞

(i− k− l) (e− i− k) ∞ 0 ∞

( f − i− k)
(g− i− k)

( j− k− l) (h− j− k) ∞ 0 ∞

(h− k−m) Final (c−h− k) ∞ 0 ∞

(d−h− k)
(i− k−m) Final (e− i− k) ∞ 0 ∞

( f − i− k)
(g− i− k)

(h− k−n) Final (c−h− k) ∞ 0 ∞

(d−h− k)
(k− l−n) Final (i− k− l) ∞ 0 ∞

( j− k− l)

Table 4.2 – Example : Triplets, candidate predecessors and initial state values
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Figure 4.6 – Example : Multistage interconnection network (dmin = 5, dmax = 21 and α = 0.35)

4.4.2 Optimal path search
Optimal path search via dynamic programming is applied to the signal of length 85. For that, a
salience value is assigned to each peak. In the first experiment, these salience values are considered
constant and equal to S = 10. Let’s remark that this approach is basic. Indeed, by definition, the
salience value assigned to an array peak depends on the positions and values of samples (peaks or
not) located in its vicinity. Therefore, here, the salience is considered to be a simple weight rather
than a sample characteristic. The tracking involves parameters γi that are fixed as follows : γ1 = 1,
γ2 = 2, γ3 = 0.6, γ4 = 3.

Figure 4.7 illustrates the optimal extracted peak sequence as well as the state values associated
with each triplet in the network. The red lines point to the best predecessor of each triplet. The
state values associated with the 6 final triplets are given in Table 4.3.

(g− j− l) ( f − j− l) (h− k−m) (i− k−m) (h− k−n) (k− l−n)
C ∞ 0.01 0.06 0.1 0.04 0.2
L 0 3 4 6 4 8
µ ∞ 20 19 12.66 20 10
C

Lγ4 / 3.7e-04 9.3e-04 4.6e-04 6.2e-04 3.9e-04

Table 4.3 – Example : State values associated to the 6 final triplets

One observes that the triplet sequence of length L = 3 and ending at triplet ( f − j− l) obtains
the smallest overall length perturbation level C/Lγ4 . The average inter-peak duration is equal to 20
samples. One also observes that the overall length perturbation level associated with the longest
sequence (of length L = 8) starting from (a−b−c) and ending at (k− l−n) is also feeble. Observe
that the same results are obtained if the salience values assigned to the non-selected peaks are
smaller than those of the selected peaks.



4.4 Application to an example array 71

(a) Peak saliences and optimal sequence (in red)

(b) Optimal path search

Figure 4.7 – Example : First experiment
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The second experiment consists in assigning a salience S1 = 11 to the previously unselected
peaks. The results are illustrated in Figures 4.8a and 4.8b. One observes that the state values C
associated with the triplets characterized by high saliences are smaller so that the previous triplet
sequence of length L = 8 is now discovered.

(a) Peak saliences and optimal sequence (in red)

(b) Optimal path search

Figure 4.8 – Example : Second experiment

Finally, the third experiment consists in assigning a salience S2 = 12 to all array peaks that
have not been selected during the two preceding experiments. Figures 4.9a ans 4.9b illustrate the
results. In experiment 3, a peak re-affiliation occurs so that a triplet sequence of length L = 7 is
considered optimal.
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(a) Peak saliences and optimal sequence (in red)

(b) Optimal path search

Figure 4.9 – Example : Third experiment
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4.5 Conclusions
A salience-based cycle length tracking method has been proposed to track cycles in the temporal
domain via a multi-scale analysis that assigns a salience to each signal peak and that is founded
on dynamic programming. The method delivers a cycle peak sequence obtained by concatenating
several peak triplets and giving rise to the smallest overall cycle length perturbation. The tracker
does not rely on estimates of the typical cycle length, as opposed to existing proposals involving
dynamic programming in the extraction of the cycle lengths. In the next chapter, the method will
be applied to sustained speech sounds and the vocal cycle length tracking method will be validated
in Chapter 9.



The proposed salience-based cycle length tracking method
(SCLT) is an example of cycle-synchronous event analysis method

The tracking relies on a dynamic programming paradigm based
on peak saliences and inter-peak durations

No strong a priori assumptions are made with regard to the cycle
length regularity

The tracker delivers a cycle peak sequence giving rise to the
smallest overall cycle length perturbation

Key points





5. Application of the SCLT method to sustained speech
sounds

Apply and illustrate the salience-based tracking (SCLT) of
the vocal cycle lengths in sustained voiced speech sounds

Describe the post-processing used to obtain a constant-
step interpolated cycle length time series

Objectives of this chapter
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5.1 Introduction
Here, the salience analysis as well as the tracking via dynamic programming are applied to voiced
speech sounds to determine the glottal cycle lengths. The only assumption is that vocal frequency
F0 is comprised between F0,min = 60Hz and F0,max = 400Hz, which covers the typical speaking
range. Indeed, the typical F0 range is between 50Hz and 250Hz for adult man, while for adult
woman the range is between 120Hz and 500Hz.

These methods are illustrated on the basis of 3 sustained vowels [a] produced by :

1. a normophonic male speaker with F0 ≈ 88Hz (Figure 5.1a)
2. a male Parkinson speaker with F0 ≈ 123Hz (Figure 5.1b)
3. a female speaker with F0 ≈ 132Hz affected by essential tremor (Figure 5.1c)

(a) Modal voice

(b) Pathological voice (speaker with Parkinson’s disease)

(c) Pathological voice (speaker with essential tremor)

Figure 5.1 – Fragment of vowel [a] produced by 3 speakers
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5.2 Preprocessing
The sustained speech sound is preprocessed before applying sample salience analysis. For that, the
speech signal is decimated to Fs = 8000Hz and then band-pass filtered by means of a window-based
finite impulse response (FIR) filter. Figure 5.2 illustrates the filter characteristics in the temporal
and frequency domains.

Figure 5.2 – FIR filter characteristics : frequency response (in modulus and phase) and impulse response [filter order
2N = 400, Fs = 8kHz]

{ The filter order has been chosen high enough to have a narrow transition band and reduce
ripples in the pass-band. The filter order is equal to 2N, with N the length (in samples) of the
sliding analysis window used for salience analysis. Moreover, during salience analysis, it
is recommended to discard the N−1 first and last samples. The transitory filter response is
therefore also discarded.

{ The filter is non-recursive. Therefore, it is always stable. An important spectral characteristics
of a symmetric FIR filter is its linear phase. As a consequence, a frequency-independent
delay is introduced between the input and output. For a symmetric FIR filter, that delay (in
samples) is equal to half of the filter order. That property may also be easily observed in the
filter impulse response for which the prominent output impulse appears in the vicinity of
N/Fs s.

{ The cut-off frequencies of the filter have been chosen equal to 60Hz and 500Hz to remove
additive low-frequency hum, high-frequency additive noise owing to turbulence as well as
high-frequency formants.

Figure 5.3 illustrates the band-pass filtered signals for the same 3 speakers.
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(a) Modal voice

(b) Pathological voice (speaker with Parkinson’s disease)

(c) Pathological voice (speaker with essential tremor)

Figure 5.3 – Band-pass filtered speech signals
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5.3 Speech sample salience analysis
The salience s of a signal sample (which may be a signal peak or not) is defined as the length of the
temporal interval over which the signal sample is a maximum. In voiced speech fragments, speech
cycles are often characterized by a prominent signal peak that is the effect of the glottal excitation.
The salience of that peak is expected to be high irrespective of the evolving signal amplitude.

The length of the sliding analysis window used for the salience allocation is 50% larger than
the longest expected vocal cycle length, i.e. :

1.5
F0,min

= 25ms (5.1)

Expressed in number of samples, the window length is :

N = 1.5
Fs

F0,min
= 200 for Fs = 8kHz (5.2)

Figure 5.4 – Length N of the sliding analysis window used for salience allocation

As a consequence, the sliding analysis window is guaranteed to contain at least one glottal
cycle, so that the obtained final saliences (sum of left and right saliences) will be valid within a
temporal interval containing at least 2 successive glottal cycles. Indeed, Figure 5.4 illustrates a
voiced speech sound sustained by a speaker whose vocal frequency equals F0,min. One observes
that the salience of the central peak (marked in red) is valid within the temporal interval of length
2N−1 around that peak. Moreover, that interval comprises a minimum of two cycles.

The signal peaks are then ranked according to decreasing salience. Only the peaks the salience
values of which are greater than 50% of the length of the shortest possible cycle (i.e. ≥ 1.25ms)
are kept. Even so, the number of remaining peaks is in excess of the number of expected cycles
because a typical salience value of a speech cycle peak is equal to twice the cycle length. With a
view to detecting the optimal cycle length time series, dynamic programming is used, as detailed in
the previous chapter.

Figure 5.5 illustrates the sample saliences obtained for the 2 signal polarities. As expected, one
observes that the salience (sum of left and right saliences) assigned to peaks (or valleys) are higher
than the saliences of their close neighbours.
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(a) Modal voice

(b) Pathological voice (speaker with Parkinson’s disease)

(c) Pathological voice (speaker with essential tremor)

Figure 5.5 – Saliences assigned to speech signal samples or peaks. The salience analysis has been applied to the two
signal polarities.
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5.4 Cycle length tracking
The salience analysis and cycle length tracking via dynamic programming are carried out once for
each polarity of the signal. The tracking parameters are :

Maximal local length perturbation : α = 35%
Second-order perturbation weight : γ1 = 1

Salience weight : γ2 = 2
Admissible preceding triplet selection : γ3 = 60%

Triplet sequence length weight : γ4 = 3

The polarity giving the smallest ratio C/Lγ4 (where C and L designate respectively the overall
length perturbation and the number of cycles in the sequence) is retained.

Figure 5.6 illustrates the tracking results for the same 3 speakers. For each speaker, from top
to bottom, the pictures illustrate the band-pass filtered speech signal (with its chosen polarity),
the saliences assigned to signal peaks and the first-order difference of selected speech cycle peak
positions (red circles). One observes that the peaks with high saliences are selected. One also
observes that the obtained cycle length time series reports one value per cycle and is not constant-
step sampled.
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(a) Modal voice

(b) Pathological voice (speaker with Parkinson’s disease)

(c) Pathological voice (speaker with essential tremor)

Figure 5.6 – Results of the vocal cycle length tracking : speech signal (top), peak saliences (middle), and first-order
difference of selected peak positions (bottom). Left column : entire signal; right column : zoom in the middle part.
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5.5 The vocal cycle length time series
The raw cycle length time series is post-processed to obtain a constant-step sampled and more
accurate cycle length time series.

The preprocessed speech signal is upsampled to a sampling frequency ≈ 200kHz to enable the
peak positions to be measured with a higher precision requested by the size of vocal jitter, which in
modal voices is expected to be < 1% of the typical cycle length. The peak positions are so refined
and the increased precision cycle length time series is obtained via the first-order difference of the
peak positions.

The raw vocal cycle length time series is then constant-step resampled. For that, the temporal
axis is reconstructed by summing the successive vocal cycle lengths. The obtained series is inter-
polated by means of cubic splines and resampled to obtain a time series of lengths sampled at a
constant sampling frequency equal to Fs = 8kHz. Figure 5.7 illustrates these steps.

(a) Reconstruction of the temporal axis by summing successive vocal
cycle lengths

(b) Cubic spline interpolation of cycle lengths and resampling

Figure 5.7 – Constant-step resampling

Notice that the frequency content of the cycle length time series is expected to be comprised
between 0 and F0/2. The choice of a high sampling frequency, compared to F0, is motivated by
the fact that this choice guarantees a high temporal precision of sample positions requested by the
perturbation analysis techniques explained later.

Figure 5.8 illustrates the constant-step cycle length time series obtained for 3 speakers.
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(a) Modal voice

(b) Pathological voice (speaker with Parkinson’s disease)

(c) Pathological voice (speaker with essential tremor)

Figure 5.8 – Vocal cycle length time series obtained for 3 speakers
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5.6 Conclusions
In this chapter, the parameters that are used for the salience-based cycle length tracking in the
framework of the application to sustained vowels have been specified. A time series giving the
evolving cycle lengths is obtained. This time series has to be analyzed and, especially, its slow and
fast perturbations. The cycle length perturbation analysis will be described in the next chapters.



The SCLT method has been applied to sustained voiced speech
sounds

The tracking has been carried out for each polarity of the speech
signal, and the raw cycle length time series giving rise to the
minimal overall length perturbation is retained.

This retained raw cycle length time series is interpolated and re-
sampled to obtain a time series of lengths sampled at a constant
sampling step

Key points





6. The wonderful story of the rolling wheel
in a signal processing context

Explain key techniques used to analyze time series

Introduce the concept of instantaneous frequency and
amplitude

Objectives of this chapter



92 Chapter 6. The wonderful story of the rolling wheel

Contents
6.1 Introduction 93
6.1.1 Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.1.2 Wheel in sustained motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.1.3 Wheel mechanism in sustained motion . . . . . . . . . . . . . . . . . . . . . . . . 94

6.2 Fourier analysis 95
6.2.1 The Fourier series and Fourier transform . . . . . . . . . . . . . . . . . . . . . . . . 95

6.2.2 Finite length time series and frequency resolution . . . . . . . . . . . . . . . 96

6.2.3 Global analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.3 Time-frequency analysis 100

6.4 Instantaneous frequency and amplitude 102
6.4.1 Instantaneous phase, amplitude and envelope . . . . . . . . . . . . . . . . 102

6.4.2 Instantaneous frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.4.3 Relevance of the instantaneous values . . . . . . . . . . . . . . . . . . . . . . 106

6.4.4 Analysis of multi-component time series . . . . . . . . . . . . . . . . . . . . . . 107



6.1 Introduction 93

6.1 Introduction

Once upon a time, in the middle of the 4th millennium BCE, a circular component, considered
today as one of the six simplest mechanical devices which provide a mechanical advantage, was
created : the wheel. Simple as it seems, it is the very basis of motion in various domains.

Also, in the context of signal processing, a good understanding of wheel motion and of its math-
ematical modelling is a key asset with a view to addressing traditional signal analysis techniques
and understanding their advantages and limitations.

6.1.1 Geometry

A wheel is a circular device that rotates on an axis zrot . That device is characterized geometrically
by its radius, r, which is the constant length of a line segment that joins the center of a circle with
any point on its circumference. In cartesian coordinates, that shape, illustrated in Figure 6.1, is
generally defined on the basis of two orthogonal axes, x and y.

Figure 6.1 – Geometry of wheel

Assuming that the origin of these axes is located at the center of the circle, the circle equation
is given by :

√
x2 + y2 = r (6.1)

6.1.2 Wheel in sustained motion

One considers that a wheel rotates around its fixed center axis, zrot . At first, one also assumes that
the movement is sustained and the angular speed ω0 is constant.

An experiment, illustrated in Figure 6.2, consists in considering a point P(xp,yp) which is fixed
to the circle circumference. The position of this point in the x,y plane is determined at each instant
t by its coordinates xp(t) and yp(t) which correspond to the orthogonal projection of the point on re-
spectively the axes x and y. In this example, the angular velocity ω0 = 2π rad/s and the radius r = 1.
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Figure 6.2 – Wheel in motion and temporal evolution of a point fixed to its circumference (r = 1 and ω0 = 2π rad/s)

A visual inspection of the temporal evolution of these two coordinates shows that the trajectory
of that point can be expressed on the basis of 2 functions xp(t) and yp(t) that have to satisfy
simultaneously the circle equation (6.1). These functions are :

xp(t) = r cos(φ(t))
yp(t) = r sin(φ(t))
φ(t) = ω0 t +φ0

(6.2)

The quantity φ(t) = ω0 t +φ0 is called the phase function. Assuming that initially the point is
located on the abscissa (xp(0) = r, yp(0) = 0), its initial value, φ0, is equal to zero.

The trajectory z(t) may also be described via a complex exponential, as follows :

z(t) = zreal(t)+ j zimag(t) = r e jφ(t) = r e j(ω0t+φ0)

= r cos(φ(t))+ j r sin(φ(t))
(6.3)

where j =
√
−1. In this equation, the real zreal(t) and imaginary zimag(t) parts are directly

related to the time series xp(t) and yp(t).

The modulus |z|=
√

z2
real + z2

imag = r is the circle radius and the argument arg(z(t))= arctan( zimag(t)
zreal(t)

)=

φ(t) is the phase function.

6.1.3 Wheel mechanism in sustained motion
The previous considerations with regard to the motion of one wheel can be generalized to a super-
position of wheels defined as a mechanism where several wheels are concatenated so that the center
of rotation of the next wheel is situated on the circumference of the preceding wheel. Each wheel
has its own radius and angular velocity.
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Figure 6.3 – Chain of two wheels in motion. Trajectory and temporal evolution of a point fixed to the circumference of
the second wheel (r1 = 1, r2 = 0.5, ω1 = 2π rad/s, ω2 = 10π rad/s)

As an example, Figure 6.3 illustrates a concatenation of two wheels. The wheel radii are
respectively r1 = 1 and r2 = 0.5 and the angular velocities are respectively ω1 = 2π rad/s and
ω2 = 10π rad/s. The trajectory in the x− y plane of a point attached to the second wheel as well
as the temporal evolution of its ordinate yp(t) are represented.

Assuming that the motion is sustained and the radii and the velocities are constant, time series
yp(t) is periodic, provided that ω2/ω1 is a rational number.
This time series can be expressed as the sum of two functions which describe the behaviour of
individual wheels where φ0,1 and φ0,2 are the initial phases :

yp(t) = yp,1(t)+ yp,2(t)
= r1 sin(ω1 t +φ0,1)+ r2 sin(ω2 t +φ0,2)

(6.4)

Therefore, a periodic time series can be analyzed by means of a set of oscillating basis functions
the radius and frequency of which are time-independent. That traditional analysis technique is
known as Fourier analysis. The lesson to be learned here is that a Fourier series has an interpretation
in terms of a device formed of a concatenation of wheels rotating on the circumference of another
wheel (called epicycles). The wheel that has a fixed axle is called the deferent.

6.2 Fourier analysis

In time-frequency analysis, traditional analysis methods are mostly based on the well-known
Fourier analysis. Even though that method is frequently used in academia and industry, its field of
applications is limited. The method has been initially proposed for the analysis of periodic signals,
but several generalizations have been introduced. Its theoretical concepts are often considered to be
founding principles of more sophisticated signal processing techniques.

6.2.1 The Fourier series and Fourier transform
The goal of the Fourier analysis consists initially in expressing a periodic signal x(t) via a linear
combination of a set of basis functions which have been chosen here to be complex exponentials,

e j n 2π

T0
t , where T0 is the oscillation period.
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x(t) =
∞

∑
n=−∞

cn e j n 2π

T0
t (6.5)

The Fourier series coefficients cn may be computed via the following inverse relation.

cn =
1
T0

∫ T0

0
x(t) e− j n 2π

T0
tdt (6.6)

Complex coefficients cn are the amplitude and phase of each oscillating function. In other
words, their modulus |cn| corresponds to the radius of a wheel that rotates at a time-invariant angular
speed equal to n 2π

T0
and its argument arg(cn) refers to the phase function of that wheel.

As an example, Figure 6.4 illustrates the Fourier coefficients of the signal which results from
the sustained motion of a deferent and an epicycle, presented in Figure 6.3. The upper illustration
is the temporal evolution of the signal and the lower is the modulus of the Fourier coefficients. One
observes that the signal is characterized by two components which oscillate at 1Hz and 5Hz and
the amplitudes of which are respectively 1 and 0.5, as expected.

These relations may be adapted to the analysis of non-periodic signals. In that case, the
frequency content of the signal x(t) is investigated for a set of frequencies f comprised in the
interval [−∞,+∞], referring to the so-called Fourier transform : x(t) F←→ X( f ) where,

x(t) =
∫

∞

−∞

X( f ) e j2π f t d f and X( f ) =
∫

∞

−∞

x(t) e− j2π f t dt (6.7)

Figure 6.4 – Periodic time series and its Fourier coefficients

6.2.2 Finite length time series and frequency resolution
In practice, a signal may be recorded and analyzed over a finite temporal interval only. In that
situation, the observed signal xo(t) may be assimilated to a product of the original signal of infinite
duration x(t) and an observation window of finite length w(t).

Several windows have been defined. Figure 6.5 illustrates rectangular, triangular and Hamming
windows in the temporal and frequency domains. In the temporal domain, these windows manage
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boundary effects differently. The spectrum of these windows has the same general shape. It contains
a prominent main lobe, centered around 0Hz, and additional secondary lobes the amplitudes of
which decrease with frequency.

Figure 6.5 – Observation window in temporal and frequency domains

Windows are generally characterized by the width of the main lobe and the attenuation of the
secondary lobes. An important property is that the main lobe width is inversely proportional to the
length of the window. Window properties directly affect the spectrum of the finite length signal
xo(t). The spectrum Xo( f ) of xo(t) is obtained via the convolution of the spectrum X( f ) of x(t)
with the spectrum W ( f ) of the observation window. As a consequence, the window spectrum is
replicated and centred on each frequency component of x(t). The diffuse shape of the spectrum
makes it therefore more difficult to detect the frequency components of a time series.

x(t) F←→ X( f )

w(t) F←→ W ( f )

xo(t) = x(t) ·w(t) F←→ Xo( f ) = X( f )⊗W ( f )

(6.8)

X( f )⊗W ( f ) =
∫

∞

−∞

X(α)W ( f −α) dα (6.9)

A Hamming window is often used. It is computed easily and, due to its tapered shape, has
reduced side-lobes at the price of a doubling of the main lobe width compared to the rectangular
window. Due to its shape, an amplitude correction factor of 1.855 is applied to the amplitude of the
oscillating functions.

Figure 6.6 illustrates three spectra computed for three different observation durations of the
periodic time series x(t) displayed in Figure 6.4.

One observes the most prominent frequency components at 1Hz and 5Hz, but other frequency
components appear which are the consequence of windowing. One also observes that the frequency
bandwidth of the window spectrum is inversely proportional to the duration of the observation
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Figure 6.6 – Influence of the window duration on the Fourier spectrum

window. Therefore, if the observation duration keeps decreasing, the two components at 1Hz and
5Hz will become indistinguishable. A consequence is that two frequency components that are close
are detected easily only if the frequency spacing is larger than the width of the window main lobe.
In other words, the duration of observation has to be chosen as long as required with regard to the
targeted analysis purpose.

6.2.3 Global analysis

The Fourier transform is global giving time-invariant amplitude and frequency values for the whole
time span covering the range of integration (equation (6.7)). Until now, we have considered that
the wheels move with constant angular velocity and wheel radius. What happens now if these
conditions are not satisfied ? Is Fourier analysis still relevant when analyzing data that are produced
via a non-stationary process ? This case is illustrated below.

Example 1 :

The case for which the angular velocity is time-dependent and the radius constant. Figure 6.7a
illustrates three configurations : the two first situations correspond to the rotation of one wheel at
two angular velocities ω1 = 2π rad/s and ω2 = 7π rad/s. The third configuration is related to the
motion of a superposition of two wheels with the same radius (this case is in fact stationary before
windowing). In each case, the spectrum has been computed.
One observes that the three spectra give the same information. Therefore, obtaining the amplitude
spectra is not sufficient to detect the instants of velocity modification.

Example 2 :

One considers the case for which the radius of a wheel is decreasing according to an exponential
law, but the angular velocity is maintained constant. The signal obtained by tracking the trajectory
on the x axis of a point on the wheel is illustrated in Figure 6.7b. This signal has a time-varying
amplitude.

The spectra show that amplitude variations may not be detected on the base of the frequency
components. The right-side spectrum is indeed roughly equivalent to the spectrum of a short
windowed constant-amplitude periodic time series with a frequency of 2Hz.
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(a) Three quasi-identical spectra obtained on the basis of signals with (left and middle) or without (right) time-dependent
frequency

(b) Time-invariant and time-variant amplitude

Figure 6.7 – Fourier analysis applied to data obtained via stationary or non-stationary processes
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6.3 Time-frequency analysis

The previous considerations suggest that Fourier analysis is not the best candidate to analyse data
that are samples non-stationary processes.

As shown below, the short-term Fourier analysis (STFT) is a sliding window-based Fourier
analysis the goal of which is to track temporal or frequency changes, based on the assumption of lo-
cal signal stationarity. The window is placed at the beginning of the signal and moves progressively
to the right. For each position of the analysis window, the amplitude spectrum is computed. The
concatenation of the successive spectra offers a time-frequency representation of the time series,
called spectrogram.
The major limitation of STFT is related to a compromise, known as the time-frequency uncertainty
principle, which stipulates that a good temporal resolution and a good frequency resolution may
not be obtained simultaneously.

As an example, Figures 6.8b and 6.8c illustrate two spectrograms obtained for a signal the
spectral characteristics of which evolve. The time series (Figure 6.8a) comprises several piecewise
harmonic signals and an impulse. The spectrograms have been obtained on the basis of two different
analysis window lengths Tw.

One observes that the results are affected by temporal and frequency resolutions. A long
observation window decreases the temporal resolution so that temporal events cannot be precisely
localized (Figure 6.8b). Inversely, transient events may be accurately tracked on the basis of short
observation windows, but then the frequency resolution is feeble (Figure 6.8c).

Another way of analyzing time-varying data consists in using the continuous wavelet transform
(CWT) and its time-frequency representation, called scalogram. The wavelet decomposition is
a multi-scale analysis method, initially introduced with a view to overcome the temporal and
frequency resolution problems of the Fourier analysis. That decomposition method is based on an a
priori selection of basis functions that are called wavelets. The main difference is that wavelets
are localized in both time and frequency whereas harmonics are localized in frequency only. In
CWT, the analysis of a signal is carried out by the use of a special function, h(t), called the mother
wavelet. The wavelet transform is defined as follows :

CWT (τ,a) =
1√
a

∫
∞

−∞

x(t) h∗(
t− τ

a
) dt (6.10)

The continuous wavelet transform projects the signal on shifted (delay τ) and compressed or
stretched (scale a) versions of a mother wavelet. By projecting the signal on wavelets at various
scales and positions, a function of two variables is obtained. Wavelet analysis enables the use of
long time intervals where one wants more precise low-frequency information, and shorter intervals
where one wants high-frequency information. In other terms, for small values of a, the wavelet is a
shorter version of the mother function, which is responsive to higher frequencies. For very large
values of a, the wavelet is expanded and is responsive to lower frequencies. Figure 6.8d illustrates
the time-frequency representation obtained via CWT.

However, the a priori selection of the basis function creates in practice additional problems
(boundary effects, selection of relevant wavelet coefficients, . . . ). Therefore, a necessary condition
with a view to analyzing data that are produced by non-stationary process is to have an adaptive
basis.
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(a) Temporal evolution of a time series with time-varying spectral content

(b) Spectrogram (Tw = 12.8ms) : The frequency components at 500Hz and 1000Hz are clearly observed, but the instants
of spectral changes are not clearly marked

(c) Spectrogram (Tw = 1.6ms) : Modifications of the spectral content are tracked in the temporal domain, but the spectral
components are not clearly marked

(d) Scalogram (based on Morlet mother wavelet) : The frequency components at 500Hz and 1000Hz are clearly observed
as well as the impulse instant

Figure 6.8 – Time-frequency representation of a time series with time-varying spectral content, obtained via a short-term
Fourier transform and continuous wavelet transform
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6.4 Instantaneous frequency and amplitude
We have shown that the Fourier analysis is meaningful only for the analysis of time series that have
a spectral content that is locally constant in time. How can we analyze signals with time-varying
amplitude and/or frequency ? As an example, consider the car of the Flintstones’ family, illustrated
in Figure 6.9. The front wheel may be damaged during travel. The car speed may depend, amongst
others, on the traffic and driver health conditions. The analysis of signals with time-dependent
features relies in a majority of cases on the tracking of the amplitude and frequency at each time
instant t.

Figure 6.9 – The Flintstones (1960)

In this section, one introduces the concept of instantaneous frequency f (t) and envelope a(t)
that offer a way to describe the frequency content of non-stationary signals. One considers that the
frequency and envelope are functions of time and have an instantaneous value.

6.4.1 Instantaneous phase, amplitude and envelope
Figure 6.10a illustrates a perfectly circular wheel. If the wheel rotates at angular velocity ω0 and its
rotation center corresponds exactly to the axis origin, its simple harmonic movement trajectory is
described by :

z(t) = a0 e jω0t (6.11)

The term a0 corresponds here to the constant radius and the phase function increases linearly
with slope ω0.

The relation (6.11) may be generalized to describe the trajectory in the case of a time-variant
wheel contour and/or angular velocity, as in Figure 6.10b.

z(t) = a(t) e jφ(t) = zreal(t)+ j zimag(t) (6.12)

The instantaneous amplitude function a(t) is defined as the length of a line segment that joins
the origin of axes and a point of the trajectory at time t. The instantaneous phase function φ(t) is
obtained by measuring the angle between the real axis (abscissa) and that line segment. The wheel
movement may also be characterized by time series zreal and/or zimag by projecting the trajectory
on the real and/or imaginary axes.

As shown below, if the temporal fluctuations of the instantaneous amplitude are slower than the
instantaneous changes of the carrier, the instantaneous amplitude a(t) may be interpreted as the
envelope of the time series.
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(a) Harmonic motion (b) Non-harmonic motion

Figure 6.10 – Wheel in harmonic or non-harmonic motion

6.4.1.1 Simulations

Figure 6.11 illustrates the realisations of three different processes. Each process is characterized by
a wheel which is put in rotation. The experiments consist here in tracking the trajectory on the real
axis of a point which is fixed to the wheel contour. The angular velocity of the wheel and its geom-
etry are time-dependent or time-independent. In addition, one assumes that the radius fluctuations
are slower compared to the rotation velocity. The time series as well as the instantaneous values
have been obtained by simulation.

{ The first wheel is circular. The radius has been fixed to r1 = 1 but its angular velocity ω1(t)
varies as follows :

ω1(t) = 2π(3+2 sin(10πt)) (6.13)

{ The second wheel rotates at a constant angular velocity ω2 = 6πrad/s but the wheel is
progressively damaged so that its radius r2(t) is time-varying.

r2(t) = e
−t2

4 (1+0.2 cos(πt)) (6.14)

{ And finally, the radius r3(t) = r2(t) and the angular velocity ω3(t) = ω1(t) of the third wheel
vary both in time.

For each configuration, the trajectory on the real axis zreal(t) as well as the instantaneous
amplitude a(t) and phase φ(t) time series are given.

In the first example, the instantaneous amplitude is a constant equal to the radius |z|= r1 = 1.
In the other examples, the instantaneous amplitude varies in time. The phase function φ(t) is a
signal with values comprised between −π and π .

Assuming that the fluctuations of amplitude are slower compared to the oscillation frequency,
the instantaneous amplitude may be interpreted as the envelope of the signal. Therefore, the
time series may be expressed as the product of a slowly time-varying envelope a(t) and a purely
frequency modulated function with unity amplitude cos(φ(t)), called the carrier.

zreal(t) = a(t) cos(φ(t)) (6.15)
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(a) Time-dependent angular velocity ω1(t) and constant
radius r1

(b) Time-dependent wheel radius r2(t) and constant
angular velocity ω2

(c) Time-dependent angular velocity ω3(t) and wheel
radius r3(t)

Figure 6.11 – Trajectory on the real axis zreal(t)) as well as the instantaneous amplitude a(t) and phase φ(t) time series
obtained for three simulated wheels with time-dependent angular velocity and/or radius
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6.4.2 Instantaneous frequency
The instantaneous frequency f (t) may be obtained from the phase function. The phase func-
tion is unwrapped with a view to obtaining a monotonically increasing function, which is then
differentiated :

f (t) =
1

2π

dφ(t)
dt

(6.16)

As shown further, the unwrapped phase function is guaranteed to increase monotonically if a
condition with regard to the time series local mean is satisfied.

(a) Constant angular velocity (b) Time-dependent angular velocity

Figure 6.12 – Determination of the instantaneous frequency function : instantaneous phase function φ(t) (upper
illustration), unwrapped instantaneous phase function (middle) and instantaneous frequency f (t) (bottom).

Figure 6.12 illustrates these operations for the previous examples. The extracted instantaneous
frequency time series corresponds exactly to the expected frequency modulation values. In the first
example, the frequency value is constant (3Hz) and in the second example, the frequency of 3Hz is
modulated by means of a oscillating function with a frequency of 5Hz and an amplitude equal to
2Hz (see relation (6.13)).

Notice that the existence of an instantaneous frequency value and its definition are not univer-
sally accepted by the research community. One reason is that the Fourier frequency is commonly
defined as the inverse of the oscillation period. Therefore, the frequency may exist only if there is a
whole oscillation cycle and that frequency should be constant over this duration.
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6.4.3 Relevance of the instantaneous values
The previous considerations show that the tracking of the instantaneous values of amplitude or
frequency enable analyzing signals that are produced via a non-stationary process. We have consid-
ered that the origin of axes is the center of rotation. What happens if that condition is not satisfied ?

Here, with a view to investigating the validity of the instantaneous values, three examples are
considered : in each, a wheel is put in rotation, but the center of rotation, denoted z0, is placed at
different positions on the real axis (z0 = 0, z0 ∈]0,r] or z0 > r). The wheel radius r = 1 and the
angular velocity ω0 = 4π are constant.

(a) z0 = 0 (b) z0 = 0.5 (c) z0 = 1.5

(d) z0 = 0 (e) z0 = 0.5 (f) z0 = 1.5

Figure 6.13 – Trajectory zreal(t) and the corresponding computed instantaneous values for three different positions of the
center of rotation, z0.

The results, in Figure 6.13, report the instantaneous amplitude a(t), phase φ(t) and frequency
f (t) that have been computed via simulations. One observes that the computed values differ from
the expected one if z0 does not correspond to the origin of the axes. The frequency values are
negative in the third example. Therefore, the signal has to be a locally narrow-band time-evolving
function with local zero mean. Indeed, in the second and third examples, an additional constant
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component appears, which biases the expected instantaneous values.

6.4.4 Analysis of multi-component time series
In several applications, the time series contains several time-varying spectral components. There-
fore pre-processing has to be implemented with a view to decomposing the signal into a set of
locally narrow-band time-evolving functions with local zero mean.

In this study, the signal is decomposed via a method, called Empirical Mode Decomposition
(EMD). The goal of EMD consists in decomposing the time series into a sum of oscillating functions
with respect to the local zero mean, called empirical modes. On the basis of these empirical modes,
a empirical AM-FM decomposition is applied with a view to extracting the instantaneous envelope
and frequency of each mode. The fluctuations of the instantaneous amplitude are thus assumed to
evolve slowly compared to the frequency-modulated carrier. These methods are explained in the
next chapter.



Fourier analysis of time series is popular but suffers from an in-
herent limitation : the complex exponential basis functions are
spread out over the entire time interval and are therefore not
well adapted to the analysis of local events or data that are
produced by non-stationary process (time-frequency resolution)

The concepts of instantaneous amplitude and frequency offer
a way to describe the frequency content of data that are pro-
duced by non-stationary processes

A necessary condition to extract relevant instantaneous fre-
quency and amplitude time series is that the analyzed signal
is a locally narrow-band time-evolving function with local zero
mean

Key points



7. Time-frequency analysis via Empirical mode
decomposition

Describe the time-frequency analysis of data via empirical
mode decomposition

Illustrate the advantages and drawbacks of EMD

Describe the instantaneous value extraction via AM-FM
decomposition of the empirical modes

Objectives of this chapter
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7.1 Introduction
The Empirical Mode Decomposition (EMD) algorithm is a tool for the analysis of multi-component
signals. The most important property is that the basis functions are directly derived from the signal
itself, i.e., the analysis method does not require a priori fixed basis functions as conventional analy-
sis methods (e.g. Fourier or wavelet transforms). Another advantage is the perfect reconstruction of
the analyzed signal.

It has been proposed initially in [Hua+98] to analyze data that are produced by a non-linear
and non-stationary processes like ocean waves and has found applications in many fields such as
geophysics, finance, biomedical signal processing and speech processing.

As shown in the previous chapter, the extraction of relevant instantaneous values relies on the
properties of time series with regard to their local mean and their frequency content. EMD yields
several locally narrow-band time-evolving functions with local zero mean, called intrinsic mode
functions (IMF) or empirical modes which satisfy these requirements. The instantaneous frequency
and envelope of the empirical modes are then obtained via an AM-FM decomposition.

7.2 Empirical Mode Decomposition
7.2.1 Definition

Let us consider an arbitrary signal x(t). That signal may be expressed as the sum of I oscillating
functions ci(t) and one residue r(t) as follows :

x(t) =
I

∑
i=1

ci(t)+ r(t) (7.1)

Here, functions ci(t), called intrinsic mode functions (IMF) or empirical modes, are locally
narrow-band time-evolving functions with local zero mean. They have to satisfy the two following
conditions :

{ Time-evolving alternating functions : the number of signal extrema and the number of zero
crossings have to be equal or differ by one.

{ Local zero mean : the average of the upper and lower signal envelope (obtained respectively
on the base of the positions and amplitudes of minima and maxima) has to be equal to zero
for each instant t.

As an example, Figure 7.1 illustrates the decomposition of a time series into three empirical
modes and one residue. One observes that the first extracted mode corresponds to the fastest and
the last mode to the slowest fluctuations. One also observes a desirable property of the empirical
mode decomposition when compared to band-pass filtering. Namely that the original time series
can be perfectly reconstructed by summing the empirical modes and the residue.

7.2.2 Extraction of empirical modes
The extraction of the empirical modes relies on an iterative decomposition, called sifting. The
sifting consists in subtracting iteratively the local average time series of the signal to obtain a
function that satisfies the IMF properties.

Let us consider a signal x(t) of length T and introduce the following notations : h(i,k)(t), where
h(t) is a time series, and (i,k) refers to the application of kth sifting iteration to the function h(t) to
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Figure 7.1 – Example of the empirical mode decomposition of a time series into three empirical modes (IMF) and one
residue

extract the ith empirical mode, denoted ci(t).

So, initially, x(t) = h(1,1)(t), and the sifting is applied to h(1,1)(t) to determine the first empirical
mode c1(t). The signal x(t) may at present be expressed as the sum of that mode c1(t) and a rest
h(2,1)(t) obtained by subtraction, as follows :

x(t) = h(1,1)(t) = c1(t)+
(
h(1,1)(t)− c1(t)

)︸ ︷︷ ︸
h(2,1)(t)

= c1(t)+h(2,1)(t) (7.2)

More generally, applying the sifting to time series h(i,1)(t) enables the extraction of empirical
mode ci(t). Let us assume that i modes have been determined, then the signal x(t) may be expressed
as follows : 

x(t) =

(
i

∑
n=1

cn(t)

)
+h(i+1,1)(t)

h(i+1,1)(t) = h(i,1)(t)− ci(t)

(7.3)

A test is carried out on h(i+1,1)(t) to determine whether it is the residue of the decomposition.
Here, one considers that a time series is the residue if its number of extrema is ≤ 3. If the time
series h(i+1,1)(t) satisfies this test, the process is stopped and the residue of the decomposition
r(t) = h(i+1,1)(t) is found. Otherwise, a new sifting is applied to h(i+1,1)(t) to determine the next
empirical mode ci+1(t), and so on, until obtaining a residue r(t). At the end, the time series x(t) is
decomposed into the sum of I empirical modes and a residue r(t) :
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x(t) =

(
I

∑
n=1

cn(t)

)
+ r(t) (7.4)

7.2.3 Sifting
Starting from a signal h(i,k)(t) where k = 1, the extraction of the empirical mode ci(t) involves
the following sifting steps. First, the extrema positions (peak and valley samples) of h(i,k)(t) are
detected. The lower, envl,(i,k)(t), and upper, envu,(i,k)(t), envelopes of h(i,k)(t) are build by means of
cubic spline interpolation of respectively the signal minima and maxima. Observe that the cubic
spline interpolation based on the extrema positions and values is affected by the lack of information
outside the signal boundaries. Therefore, boundary effect management, based on a symmetrical
local reconstruction of the signal, is proposed in subsection 7.2.3.1.

The local average time series m(i,k)(t) is then obtained by taking the average of the lower and
upper signal envelopes :

m(i,k)(t) =
envu,(i,k)(t)+ envl,(i,k)(t)

2
(7.5)

Figure 7.2 illustrates the application of the kth sifting iteration to a signal h(i,k)(t).

A test with regard to IMF properties is then applied. That test, explained in subsection 7.2.3.2,
involves the number of extrema and zero-crossings as well as a local criterion assessing the local
average. If the time series h(i,k)(t) satisfies the test, the empirical mode ci(t) = h(i,k)(t) is found and
sifting is stopped. Otherwise, that local average time series m(i,k)(t) is subtracted from h(i,k)(t) to
build the next candidate empirical mode h(i,k+1)(t) :

h(i,k+1)(t) = h(i,k)(t)−m(i,k)(t) (7.6)

Another iteration involving the previous steps and tests is carried out on h(i,k+1)(t) and so on,
until the empirical mode ci(t) = h(i,k∗i )(t) is found after k∗i iterations. At the end, the time series
h(i,1)(t) may be expressed as the sum of that mode ci(t) and a provisional rest h(i+1,1)(t) :

h(i,1)(t) = h(i,k∗)(t)+h(i+1,1)(t) = ci(t)+h(i+1,1)(t) (7.7)

An interesting property of the sifting is that mode ci(t) corresponds to the locally fastest
fluctuations of h(i,1)(t). Indeed, the provisional rest h(i+1,1)(t) is the sum of all local average time
series obtained during the sifting process giving mode ci(t). These local average time series are
expected to evolve locally slower than the signal.

h(i+1,1)(t) =
k∗−1

∑
k=1

m(i,k)(t) (7.8)

7.2.3.1 Boundary effect management
As said previously, the local average m(i,k)(t) is determined on the base of the position and value of
signal extrema via polynomial interpolation. With a view to estimating the interpolation polynomial
coefficients, the positions of four successive peaks (or valleys) have to be known. However, at the
signal boundaries, these conditions are not satisfied. Here, the boundary effects are managed by the
mirror method [RFG03]. For that purpose, the signal shape is reconstructed by mirror symmetry
with regard to a swivel sample.
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(a) Candidate empirical mode h(i,k)(t)

(b) Detection of extrema positions and values

(c) Determination of the lower, envl,(i,k)(t), and upper, envu,(i,k)(t), envelopes by polynomial
interpolation of extrema

(d) Computation of the local average m(i,k)(t)

(e) Obtaining of a new candidate empirical mode h(i,k+1)(t) by substracting the local average
time series m(i,k)(t) from h(i,k)(t)

Figure 7.2 – Application of the kth sifting iteration to a signal h(i,k)(t)



7.2 Empirical Mode Decomposition 115

(a) Situation 1 (b) Situation 2

Figure 7.3 – Boundary effect management by mirror symmetry

Let us consider a time series h(i,k)(t). Eight possible configurations can occur (four at each
boundary) according to the positions and amplitudes of the first (resp. last) signal sample (h(i,k)(0)),
first (resp. last) signal minimum ([tmin(1),h(i,k)(tmin(1))]) and first (resp. last) signal maximum
([tmax(1),h(i,k)(tmax(1))]).

Notice that, for the sake of simplicity, these eight different configurations can be explained on
the base of the two following situations (see Figure 7.3) :

{ Situation 1 : tmin(1) > tmax(1) and h(i,k)(0)> h(i,k)(tmin(1)). The swivel sample will be the first
signal maximum.

{ Situation 2 : tmin(1) > tmax(1) and h(i,k)(0)< h(i,k)(tmin(1)). The swivel sample will be the first
signal sample.

7.2.3.2 IMF test
The sifting is stopped if function h(i,k)(t) satisfies simultaneously the two IMF conditions, given in
section 7.2.1. The first condition, with regard to the time-evolving oscillations, is easy to check by
counting the number of extrema and zero crossings but the second condition, with regard to the
local zero average, is more difficult to assess in practice. Several criteria have been proposed in the
literature [Hua+98] [RFG03]. In [Hua+98], the local average is assessed via the size of the standard
deviation, denoted SD, computed from the two consecutive sifting iterations k and k+1.

SD =

T−1

∑
t=0

m2
(i,k)(t)

T−1

∑
t=0

h2
(i,k)(t)

=

T−1

∑
t=0

∣∣h(i,k)(t)−h(i,k+1)(t)
∣∣2

T−1

∑
t=0

h2
(i,k)(t)

≤ α (7.9)

If SD is below a threshold α and the first condition is verified, then function h(i,k)(t) is a mode
function. A typical limit value α for SD is proposed to be between 0.2 and 0.3. However, a
drawback of this approach is that small values of h(i,k)(t) highly affect this criterion, so that several
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additional sifting iterations have to be applied to satisfy it.

For these reasons, another criterion, proposed in [RFG03], is used. It is based on two thresholds
: θ1 and θ2. The goal is to guarantee globally small fluctuations in the local average time series,
while taking into account locally large signal excursions. One introduces the mode amplitude a(t)
and the evaluation function σ(t) defined as follows :

a(i,k)(t) =
envu,(i,k)(t)− envl,(i,k)(t)

2
and σ(i,k)(t) =

∣∣∣∣m(i,k)(t)
a(i,k)(t)

∣∣∣∣ (7.10)

So, the sifting is iterated until σ(t) < θ1 for some prescribed fraction (1− ζ ) of the total
duration, while σ(t)< θ2 for the remaining fraction. The threshold values θ1 and θ2 arise from
a compromise between the over-decomposition resulting from an over-iteration (small threshold
values) and the relevance of the extracted mode. In [RFG03], default values have been typically
chosen to be equal to θ1 = 0.05 and θ2 = 10 θ1 and the parameter ζ is 0.05. In this study, the
parameters θ1 and θ2 have been chosen 10 times smaller than default values, so that :

θ1 = 0.005
θ2 = 10 θ1
ζ = 0.05

(7.11)

As a consequence, the number of iterations during sifting as well as the number of extracted
empirical modes increase, but the local average time series of each mode is closer to zero.

7.3 Extraction of the instantaneous frequencies and envelopes

The concept of instantaneous frequency and instantaneous amplitude enables the analysis of the
frequency content of non-stationary mono-component signals. The idea consists in considering
that the frequency and amplitude should be a function of time and have an instantaneous value.
The extraction of instantaneous values is relevant if the time series are time-evolving oscillating
functions with local zero mean. The empirical modes are thus possible candidate functions.

Here, each mode ci(t) is analyzed individually. The extraction of instantaneous frequency and
envelope relies on an empirical AM-FM decomposition [Hua+09] the goal of which consists in
expressing the mode as the product of two components as follows :

ci(t) = ai(t) cos(φi(t)) (7.12)

The first component, ai(t), is the time-varying mode function envelope (AM component or
instantaneous amplitude) and the second, cos(φi(t)), called the carrier, is a purely frequency
modulated function with unit amplitude, where φi(t) designates the instantaneous phase. The
instantaneous frequency fi(t) is then obtained by differentiating of the instantaneous phase φi(t)
after phase unwrapping :

fi(t) =
1

2π

dφi(t)
dt

(7.13)
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7.3.1 AM-FM decomposition

The AM-FM decomposition is based on an iterative process, with k the iterating variable. Starting
from s(i,k)(t), with s(i,1)(t) = ci(t), a new time series, denoted s(i,k+1)(t) is obtained by normalizing
the time series s(i,k)(t) by its positive envelope, denoted env(i,k)(t) :

s(i,k+1)(t) =
s(i,k)(t)

env(i,k)(t)
(7.14)

The normalization of ci(t) does not affect its local average. Assuming that the local average of
s(i,k)(t) is close to zero for each time t, the envelope env(i,k)(t) is obtained as follows :

1. Determination of maxima positions and values of absolute value time series
∣∣s(i,k)(t)∣∣.

2. Obtaining the envelope env(i,k)(t) by cubic spline interpolation of extrema.

A test is then carried out to determine whether the new time series is the carrier. The normaliza-
tion is stopped if the time series s(i,k+1)(t) satisfies the test, which is that its absolute sample values
are smaller than unity :

∣∣s(i,k+1)(t)
∣∣≤ 1 ∀t (7.15)

Otherwise, a new iteration involving the preceding steps is carried out until all values of the
normalized function are less or equal to unity, after k∗ iterations.

After this normalization, the empirical mode ci(t) can be decomposed as the product of an
oscillating time series s(i,k∗+1)(t) with local average close to zero and a slowly time-varying function,
denoted env∗(i,k∗)(t), obtained on the basis of all the preceding computed envelopes.

ci(t) = env∗(i,k∗)(t) s(i,k∗+1)(t) =

(
k∗

∏
j=1

env(i, j)(t)

)
s(i,k∗+1)(t) (7.16)

The mode function ci(t) can be written as :

ci(t) = ai(t) cos(φi(t)) (7.17)

The carrier cos(φi(t)) and the instantaneous envelope ai(t) are given by : ai(t) = env∗(i,k∗)(t) =
k∗

∏
j=1

env(i, j)(t)

cos(φi(t)) = s(i,k∗+1)(t)
(7.18)

As an example, Figure 7.4 illustrates the decomposition of an empirical mode ci(t) obtained
by simulation. The carrier as well as the envelope have been simulated on the base of a linear
swept-frequency cosine signal, where the instantaneous frequencies, f1(t) and f2(t) evolve linearly
from 20Hz to 100Hz and from 10Hz to 5Hz during 0.3s :
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

ci(t) = (2+ cos(φ1(t))) cos(φ2(t))

φ1(t) = 2π

∫ t

0
f1(u)du = 2π

∫ t

0

(
10− 5

0.3
u
)

du

φ2(t) = 2π

∫ t

0
f2(u)du = 2π

∫ t

0

(
20+

80
0.3

u
)

du

(7.19)

On observes that only a few iterations are required to decompose a mode function into instanta-
neous amplitude and frequency-modulated carrier.

7.3.2 Computation of the instantaneous frequency of the empirical modes

The instantaneous frequency fi(t) is obtained by numerical differentiation of the instantaneous
phase φi(t) after phase unwrapping. The instantaneous phase φi(t) is first obtained by computing
the inverse cosine of the carrier. Figure 7.5 illustrates the instantaneous phase of the carrier that has
been determined in Figure 7.4.

Figure 7.5 – Determination of the instantaneous phase φi(t) by computing the inverse cosine (example)

The results, expressed in radian, are given in the range [0,π]. Therefore, additional processing
is implemented to map the phase into the four trigonometric quadrants (in the range [0,2π]). For
that, the quadrature function, sin(φi(t)), of the carrier is obtained. The instantaneous four-quadrant
phase is then computed via :

φi(t) = arctan
(

sin(φi(t))
cos(φi(t))

)
(7.20)

Notice that the iterated envelope normalization of the AM-FM decomposition affects slightly
the shape of the carrier near its extrema. As a consequence, some instabilities occur in the instanta-
neous phase time series during approximatively 5 sampling steps near the extrema. To avoid error
propagation, the instantaneous phase time series is smoothed by means of a 20th-order median filter
and a 20th-order moving average filter (whatever the sampling frequency).

After phase unwrapping, the instantaneous frequency fi(t) is then obtained by differentiating
the instantaneous phase φi(t).
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fi(t) =
1

2π

dφi(t)
dt

(7.21)

As proposed in [Boa92], a qth order generalized phase difference estimator is used for the
numerical differentiation. The estimator order has been chosen equal to q = 6 and the coefficients
bk are equal to

[
− 1

60 ,
3
20 ,−

3
4 , 0, 3

4 ,−
3
20 ,

1
60

]
:

fi(n) =
1

2π

q/2

∑
k=−q/2

bkφ(n+ k) (7.22)

Figure 7.6 illustrates the steps involved in the determination of the instantaneous frequency
time series.

Figure 7.6 – Determination of the instantaneous frequency time series fi(t) by computing the carrier quadrature sin(φi(t)),
computing the four-quadrant inverse tangent φi(t) and differentiating the unwrapped phase.
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7.4 Discussion
Empirical mode decomposition enables the time-frequency analysis of data that are produced by
non-linear and non-stationary processes and enables the extraction of the instantaneous frequency
and envelope of the empirical modes via AM-FM decomposition. The main advantages of EMD,
as opposed to conventional decomposition methods, is that it does not require an a priori selection
of basis functions. Another advantage is the perfect reconstruction of the analyzed signal. However,
the approach is empirical, so that precautions have to be taken with regard to obtaining and
interpreting the results.

7.4.1 Preprocessing
Firstly, assuming that the sifting is based on the positions of extrema, a good temporal localization of
these extrema is required. As a consequence, a desirable preprocessing step consists in up-sampling
the analyzed signal.

7.4.2 Mode mixing : the empirical compromise
A major drawback of EMD, known as mode mixing, is frequently observed. Mode mixing occurs
when a same frequency is locally shared by several successive empirical modes. As a consequence,
the orthogonality between consecutive empirical modes is not guaranteed theoretically.

Mode mixing is a consequence of signal intermittency [HW08] [Hua+98] causing local pertur-
bations in the signal to affect globally the extracted empirical modes. Therefore, serious aliasing
may occur in the time-frequency distribution and individual modes may lose their physical meaning.

(a) x1(t) (b) x2(t)

Figure 7.7 – Illustration of the mode mixing : Time series x1(t) and x2(t)

As an example, let consider two signals x1(t) and x2(t). The signal x1(t) is a sum of two
oscillating functions and a linear trend :

x1(t) = sin(2π30t−π/5)+ sin(2π10t)+5t (7.23)

Signal x2(t) is almost the same as x1(t), but a local perturbation, equal to a low-pass filtered
white noise, has been added around t ≈ 0.18s. Figure 7.7 illustrates these two time series. For each
time series, EMD has been applied, decomposing x1(t) and x2(t) into a sum of 3 or 4 empirical
modes and a residue (Figure 7.8).

A visual inspection of Figure 7.8a shows that signal x1(t) comprises two oscillating functions
at 30Hz and 10Hz. One also observes in Figure 7.8b that the frequency component at 30Hz is
missing in the first extracted mode c1(t) in the interval [0.15s,0.2s] but appears in the second and
third modes. Moreover, the component at 10Hz is not easily detected. These observations suggest
that mode mixing affects the physical meaning of individual modes.
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(a) x1(t) (b) x2(t)

Figure 7.8 – Illustration of the mode mixing : Empirical mode decomposition of x1(t) and x2(t)

The same conclusions can be drawn on the basis of the instantaneous frequency fi(t) and
envelope ai(t) time series of the IMFs. One observes in Figure 7.9a that the frequencies at 10Hz
and 30Hz are clearly identified for the major part of the signal x1(t), except at the end where
boundary effects occur. In Figure 7.9b, one observes that the instantaneous frequency time series
varies rapidly in the interval [0.15s,0.20s]. There, the analysis of individual mode functions does
not report relevant information with regard to frequency content. However, by considering several
modes at the same time and taking into account simultaneously the instantaneous frequency and
envelope time series, the components at 10Hz and 30Hz may be identified.

7.4.3 Conclusion
Empirical mode decomposition enables the analysis of time series produced by non-stationary
process, but the analysis of instantaneous values may require the combination of the characteristics
of several mode functions.
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(a) x1(t)

(b) x2(t)

Figure 7.9 – Illustration of the mode mixing : Instantaneous frequency fi(t) and envelope ai(t) time series of IMF’s



Empirical mode decomposition (EMD) breaks down a signal into
locally narrow-band time evolving functions with local zero mean

EMD does not require a priori fixed basis function and enables a
perfect reconstruction of the original time series by summing the
extracted empirical modes

The major drawback of EMD is known as mode mixing and refers
to the lack of theoretical statements guaranteeing the orthogo-
nality of empirical modes

The instantaneous mode function envelope and phase are ex-
tracted via an empirical AM-FM decomposition. The instanta-
neous frequency is obtained by numerical differentiation after
phase unwrapping

Key points



8. Analysis of vocal cycle length perturbations

Apply and illustrate the empirical mode decomposition
& AM-FM decomposition of the vocal cycle lengths time
series

Propose and illustrate a method to break-up the cycle
length time series into sub time series that are respectively
assigned to vocal jitter, neurological tremor, physiological
tremor and a residual trend

Propose and define cues of cycle length perturbation size

Propose and define cue candidates of neurological tremor
frequency and bandwidth

Objectives of this chapter
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8.1 Introduction
In chapter 7, Empirical Mode Decomposition (EMD) has been proposed to decompose a signal
into locally narrow-band time-evolving functions with local zero mean, called empirical modes
or IMFs. EMD is now applied to the vocal cycle length time series obtained by the methods
described in chapter 5. The mode instantaneous envelopes and frequencies are then extracted via
empirical AM-FM decomposition. According to their typical instantaneous frequency, these modes
are then assigned to four categories and added : intonation and declination, physiological tremor,
neurological tremor and vocal jitter. The so obtained time series are then further analyzed with a
view to obtaining the neurological tremor size and frequency as well as jitter size.

The chapter is organized as follows : In the first section, the time-frequency analysis via EMD
is applied to the vocal cycle length time series. Then, the categorization is explained. Finally,
the analysis of the size of perturbations as well as the frequency content of neurological tremor
is investigated. In each section, the method is illustrated on the basis of 3 sustained vowels [a]
produced by the same three speakers as in chapter 5.

8.2 Time-frequency analysis of the vocal cycle length time series
EMD is applied to the cycle length time series. The cycle length time series has been constant-step
interpolated at a sampling frequency Fs = 8kHz. A high sampling frequency has been chosen to
guarantee a good temporal localization of extrema during EMD sifting. The parameters used for the
IMF test during the sifting process are : θ1 = 0.005, θ2 = 10θ1 and ζ = 0.05 (see section 7.2.3.2).
Figures 8.1a, 8.2a and 8.3a illustrate the extracted empirical modes cn for each time series (3
speakers). Seven empirical modes have been extracted in each case but, in general, this number
may vary. One also observes in the middle column of Figure 8.2a and 8.3a the effects of mode
mixing (discussed in section 7.4).

Figures 8.1b, 8.2b and 8.3b illustrate the instantaneous frequencies and envelopes that have
been obtained via AM-FM decomposition. Visual inspection shows that the frequency values are
comprised between 0 and F0/2 (as expected). Moreover, mode mixing is clearly observed in this
kind of time-frequency representation.
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(a) Results of the EMD : cycle length time series (upper left), successive IMFs and residue

(b) Instantaneous frequency and envelope of the IMFs

Figure 8.1 – Modal voice (F0 ≈ 88Hz) : Empirical mode decomposition and instantaneous values of mode envelopes and
frequencies
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(a) Results of the EMD : cycle length time series (upper left), successive IMFs and residue

(b) Instantaneous frequency and envelope of the IMFs

Figure 8.2 – Pathological voice (speaker with Parkinson’s disease, F0 ≈ 123Hz) : Empirical mode decomposition and
instantaneous values of mode envelopes and frequencies
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(a) Results of the EMD : cycle length time series (upper left), successive IMFs and residue

(b) Instantaneous frequency and envelope of the IMFs

Figure 8.3 – Pathological voice (speaker with essential tremor, F0 ≈ 132Hz) : Empirical mode decomposition and
instantaneous values of mode envelopes and frequencies
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8.3 Categorization
The next step consists in grouping and adding IMFs in four categories which are : intonation
and declination, physiological tremor, neurological tremor, and vocal jitter. Individual modes
ci(t), i = 1, . . . , I, are assigned to one of the four categories on the base of their weighted average
instantaneous frequency fi,aver for which the weights are the instantaneous envelopes ai(t) :

fi,aver =

∫ T

0
fi(t)ai(t)dt∫ T

0
ai(t)dt

(8.1)

{ The residue r(t) of the empirical mode decomposition is assigned to intonation or declination.
{ The modes ci(t), i = 1, . . . , iJ , with a average instantaneous frequency fi,aver higher than

15Hz are assigned to jitter.
{ The modes ci(t), i = iJ +1, . . . , iN , with a average instantaneous frequency fi,aver comprised

between 2Hz and 15Hz are assigned to neurological tremor.
{ The other modes ci(t), i = iN +1, . . . , I, are assigned to physiological tremor.

A lower limit of 2Hz enables to decrease the effect of heart beat and breathing, and the upper
limit of 15Hz includes the frequency interval of the great majority of tremor types [Rub+15] [MM00].

By summing modes into categories, the property of perfect reconstruction, related to EMD, is
still valid, and the cycle length time series x(t) may be expressed as follows :

x(t) =
I

∑
i=1

ci(t)+ r(n)

=

(
iJ

∑
i=1

ci(t)

)
+

(
iN

∑
i=iJ+1

ci(t)

)
+

(
I

∑
i=iN+1

ci(t)

)
+ r(n)

= x jit(t)+ xneur(t)+ xphys(t)+ xint(t)

(8.2)

where x jit(t), xneur(t), xphys(t) and xint(t) designate the time series assigned to the four cate-
gories. Figures 8.4, 8.5 and 8.6 illustrate the IMF clustering and the resulting slow and fast cycle
length perturbations for a fragment of a vowel [a] sustained by the same 3 speakers.
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(a) Empirical mode clustering

(b) Vocal cycle length perturbation time series

Figure 8.4 – Modal voice : Categorization
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(a) Empirical mode clustering

(b) Vocal cycle length perturbation time series

Figure 8.5 – Pathological voice (speaker with Parkinson’s disease) : Categorization
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(a) Empirical mode clustering

(b) Vocal cycle length perturbation time series

Figure 8.6 – Pathological voice (speaker with essential tremor) : Categorization
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8.4 Average vocal frequency and cycle length perturbation size
8.4.1 Average vocal frequency

The average vocal frequency F0 is computed via the inverse of the average of the intonation time
series, T = length of analysis interval.

F0 =
1

xint(t)
=

1
1
T

∫ T

0
xint(t)dt

=
1
T0

(8.3)

8.4.2 Perturbation sizes
The size of the vocal cycle length perturbations is assessed via the standard deviation of their
corresponding time series. Let us introduce the following notations :

σ jit : Vocal jitter size
σneur : Neurological tremor depth
σphys : Physiological tremor depth
σtre : Total tremor depth
σpert : Total perturbation size

Vocal jitter size σ jit , neurological and physiological tremor depths, σneur and σphys, are related
to the standard deviation of the jitter time series, the physiological and neurological tremor time
series, divided by the average T0 of the intonation time series.

σ jit =
1
T0

√
1
T

∫ T

0

(
x jit(t)− x jit(t)

)2
dt

σneur =
1
T0

√
1
T

∫ T

0

(
xneur(t)− xneur(t)

)2
dt

σphys =
1
T0

√
1
T

∫ T

0

(
xphys(t)− xphys(t)

)2
dt

(8.4)

Total tremor size σtre and total perturbation size σpert are related to the sum of the physiological
and neurological tremor time series or the sum of the jitter and tremor time series (divided by T0).


σtre =

1
T0

√
1
T

∫ T

0

(
xphys(t)+ xneur(t)− xphys(t)+ xneur(t)

)2
dt

σpert =
1
T0

√
1
T

∫ T

0

(
xphys(t)+ xneur(t)+ x jit(t)− xphys(t)+ xneur(t)+ x jit(t)

)2
dt

(8.5)

Hereafter are reported the vocal cycle perturbation sizes for the 3 previous speakers. One
observes that modal voice is characterized by feeble perturbation sizes. For the two other voices,
the size of vocal cycle length pertubations are larger. Speakers with Parkinson’s disease or essential
tremor have in these examples the same total pertubation sizes but their origins differ. Moreover,
one observes that the size of the physiological tremor is significantly larger for the speaker with
Parkinson’s disease. That may suggest that the vocal tremor of this speaker has globally a larger
frequency bandwidth (or that tremor affects breathing).
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σ jit(%) σneur(%) σphys(%) σtre(%) σpert(%)

Modal 0.15 1.56 0.48 1.63 1.63
Parkinson’s disease 0.94 2.28 2.37 3.51 3.67

Essential tremor 0.45 3.80 0.53 3.83 3.86

8.5 Neurological tremor frequency

8.5.1 Overview

The neurological tremor frequency is obtained via the instantaneous frequencies, phases and
envelopes of the empirical modes in the neurological tremor category. Different neurological
tremor frequency cues are proposed. The first tremor frequency cue is obtained via a weighted
instantaneous average of the mode frequencies followed by a weighted temporal average. Two other
neurological tremor cues are related to the center of gravity of a weighted instantaneous frequency
probability density estimated by means of a Gaussian kernel.

8.5.2 Complex neurological tremor time series

Only empirical modes in the neurological tremor category are considered. The neurological tremor
time series xneur(t) is given by the sum of these modes ci(t).

xneur(t) =
iN

∑
i=iJ+1

ci(t) (8.6)

As explained in chapter 6, each time series ci(t) may describe the trajectory of a point P, attached
to the circumference of a wheel in non-harmonic rotating motion. In the complex domain, this
trajectory is described on the basis of a time-varying vector, zi(t), characterized by the instantaneous
phase φi(t) and envelope ai(t) of the mode :

ci(t) = ai(t)cos(φi(t)) = Re
{

ai(t)e jφi(t)
}
= Re{zi(t)} (8.7)

As a consequence, relation (8.6) may be rewritten in the complex domain to express the complex
neurological tremor time series zneur(t) as the trajectory of concatenated wheels :

xneur(t) =
iN

∑
i=iJ+1

ai(t)cos(φi(t)) =
iN

∑
i=iJ+1

Re
{

ai(t)e jφi(t)
}

= Re

{
iN

∑
i=iJ+1

ai(t)e jφi(t)

}
= Re

{
iN

∑
i=iJ+1

zi(t)

}

⇒ zneur(t) =
iN

∑
i=iJ+1

zi(t) = |zneur(t)| e jφneur(t)

(8.8)

As an example, Figure 8.7 illustrates 4 complex empirical modes (zA(t), zB(t), zC(t) and zD(t))
in the complex plane at instant t as well as their complex sum zneur(t). One observes that complex
mode zi(t) orientations and sizes differ widely so that they contribute differently to the sum zneur(t).
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(a) Complex empirical mode zi(t) (b) Complex sum

Figure 8.7 – Complex empirical mode sum

8.5.3 Neurological tremor frequency
The complex neurological tremor zneur(t) is given by the sum of complex empirical modes zi(t).
Here, the derivative of zneur(t) is investigated to obtain the neurological tremor frequency fneur(t)
as a function of empirical mode instantaneous frequencies fi(t).

zneur(t) = |zneur(t)| e jφneur(t) =
iN

∑
i=iJ+1

zi(t) =
iN

∑
i=iJ+1

ai(t)e j φi(t)

⇒ dzneur(t)
dt

=
d |zneur(t)|

dt
e jφneur(t)+ |zneur(t)| e jφneur(t) j

dφneur(t)
dt

=
iN

∑
i=iJ+1

dai(t)
dt

e j φi(t)+ai e j φi(t) j
dφi(t)

dt

(8.9)

The derivative of the neurological tremor phase function φneur(t) is the neurological tremor
frequency fneur(t) :

dφneur(t)
dt

=

iN

∑
i=iJ+1

(
dai(t)

dt
e j φi(t)+ai e j

(
φi(t)+ π

2

) dφi(t)
dt

)
− d |zneur(t)|

dt
e jφneur(t)

|zneur(t)| e j
(

φneur(t)+ π

2

)

=

iN

∑
i=iJ+1

(
dai(t)

dt
e j
(

φi(t)−φneur(t)− π

2

)
+ai e j

(
φi(t)−φneur(t)

) dφi(t)
dt

)
− d |zneur(t)|

dt
e− j π

2

|zneur(t)|

⇒ fneur(t) =
1

2π

iN

∑
i=iJ+1

(
dai(t)

dt
e j
(

φi(t)−φneur(t)− π

2

)
+2π fi(t)ai e j

(
φi(t)−φneur(t)

))
− d |zneur(t)|

dt
e− j π

2

|zneur(t)|

(8.10)

Notice that the neurological tremor frequency fneur and envelope |zneur(t)| are real scalars so
that relation (8.10) may be rewritten as follows :

fneur(t) =
1

2π

iN

∑
i=iJ+1

dai(t)
dt

sin
(
φi(t)−φneur(t)

)
|zneur(t)|

+

iN

∑
i=iJ+1

fi(t)ai cos
(
φi(t)−φneur(t)

)
|zneur(t)|

(8.11)
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Assuming that the empirical mode envelopes ai(t) fluctuate more slowly than the carrier, the

terms
dai(t)

dt
, related to the derivation of empirical mode envelopes, may be disregarded.

fneur(t) ≈

iN

∑
i=iJ+1

fi(t)ai cos
(
φi(t)−φneur(t)

)
|zneur(t)|

(8.12)

Moreover, by zeroing the neurological tremor phase φneur via the multiplication by e− j φneur(t),
zneur(t)e− j φneur(t) is aligned with the real axis and corresponds to the neurological tremor envelope∣∣zneur(t)

∣∣. The instantaneous envelope |zneur(t)| may thus be expressed as the sum of terms that
take into account the mode envelopes ai(t), phase φi(t) and the neurological tremor phase φneur(t) :

∣∣zneur(t)
∣∣ = Re

{∣∣zneur(t)
∣∣}= Re

{
zneur(t)e− j φneur(t)

}
= Re

{(
iN

∑
i=iJ+1

ai(t)e jφi(t)

)
e− j φneur(t)

}

= Re

{
iN

∑
i=iJ+1

ai(t)e j
(

φi(t)−φneur(t)
)}

=
iN

∑
i=iJ+1

Re
{

ai(t)e j
(

φi(t)−φneur(t)
)}

=
iN

∑
i=iJ+1

ai(t)cos
(
φi(t)−φneur(t)

)
(8.13)

One defines wi(t) as follows :

wi(t) = ai(t)cos
(
φi(t)−φneur(t)

)
(8.14)

By associating relations (8.13) and (8.14), relation (8.12) is given by :

fneur(t)≈

iN

∑
i=iJ+1

wi(t) fi(t)

iN

∑
i=iJ+1

wi(t)

(8.15)

As a consequence, the neurological tremor frequency fneur(t) is given by the weighted sum
of instantaneous empirical mode frequencies fi(t). The weights, wi(t) are obtained by taking
the projections of complex modes zi(t) on the complex sum zneur(t). Figure 8.8 illustrates the
computation of the weights wC(t) and wD(t) which are related to empirical modes cC(t) and cD(t)
at instant t. One observes that empirical modes that are quasi-aligned with the complex mode sum
contribute most, positively or negatively. Also, the contribution of complex empirical modes that
are in anti-phase is negligible.



8.5 Neurological tremor frequency 139

Figure 8.8 – Neurological tremor frequency : Weight computation

8.5.4 Neurological tremor frequency estimate

Previous developments have shown that the neurological tremor frequency fneur(t) may be estimated
on the basis of a weighted sum of individual mode frequencies fi(t). An estimate of the neurological
tremor frequency, denoted f̂neur(t), is computed as follows :

f̂neur(t) =

iN

∑
i=iJ+1

wi(t) fi(t)

iN

∑
i=iJ+1

wi(t)

(8.16)

Figure 8.9 illustrates the estimated neurological tremor frequency time series obtained for a
fragment of vowel [a] sustained by the 3 previous speakers. One observes that frequency f̂neur(t)
can be locally negative.

One reason is the occasional negativity of weights wi(t), which is the consequence of particular
phase relations between the complex sum of the modes and individual modes. Another reason is
the negativity of instantaneous mode frequencies fi(t). The instantaneous frequencies of individual
modes are positive given their definition, but negativity may appear because of the iteration involved
in the empirical AM-FM decomposition that may turn a mode inflection point into a pair of a local
maximum and minimum. A local non-negative minimun or non-positive maximum causes the
instantaneous frequency to become locally negative. The estimated neurological tremor frequency
time series is therefore smoothed by means of a moving average filter of length 0.2s.

This smoothed estimated frequency time series is summarized by its temporal average f̂µ,neur

and standard deviation δ f̂neur weighted sample-by-sample by module |zneur(t)|, which is the
neurological tremor envelope. The weights are the neurological tremor envelope. Note that these
cues refer to the average and variability over time of the neurological tremor frequency. Hereafter
are reported the neurological tremor frequency and variability for the same 3 speakers.
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(a) Modal voice (F0 ≈ 88Hz)

(b) Pathological voice (speaker with Parkinson’s disease, F0 ≈ 123Hz)

(c) Pathological voice (speaker with essential tremor, F0 ≈ 132Hz)

Figure 8.9 – Estimation of the neurological tremor frequency
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f̂µ,neur(Hz) δ f̂neur(Hz)
Modal 3.52 2.18

Parkinson’s disease 5.49 2.12
Essential tremor 3.73 0.42

8.5.5 Neurological tremor frequency content analysis
8.5.5.1 Univariate Kernel density estimation

As an alternative, the neurological tremor frequency content is investigated via a weighted instanta-
neous frequency probability density obtained by means of a Gaussian kernel. In statistics, kernel
density estimation [WJ95] is a data smoothing problem where inferences about the population are
made, based on a finite data samples that are independently and identically distributed. A weighted
density estimation involves weights that are assigned to these variables.

Frequency content analysis is carried out over the whole duration of the speech signal. One
considers that the instantaneous frequencies fi(t), t = 0 . . .T are independent and that a weight
wi(t) is assigned to each. The global density estimate, F̂ , is obtained by summing Gaussian kernels,
denoted K, that are centred on each frequency fi(t) :

F̂( f ;h) =

∫ T

0

iN

∑
i=iJ+1

wi(t)
1
h

K
(

f − fi(t)
h

)
dt

∫ T

0

iN

∑
i=iJ+1

wi(t)dt

(8.17)

The kernel bandwidth, h, has a strong influence on the density estimate. If h is small, spurious
fine structure becomes visible, while when h is too large, all details, spurious or not, are smeared
out. Here, h has been chosen on the basis of the optimality criterion, proposed in [SG86], where σ̂

is the standard deviation of the samples and n is their number :

h =

(
4σ̂5

3n

) 1
5

(8.18)

Figure 8.10 illustrates the neurological tremor frequency density estimated for a fragment of
vowel [a] sustained by the 3 previous speakers. The shape of the density differs between speakers.
The integral over the entire frequency range is equal to one. Therefore, one observes that the
speaker with essential tremor is characterized by a narrow-band density and a prominent peak
(Figure 8.10c), while the density of the the patient with Parkinson’s disease suggests that the
neurological tremor frequency is wide-band.
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(a) Modal voice (F0 ≈ 88Hz)

(b) Pathological voice (speaker with Parkinson’s disease, F0 ≈ 123Hz)

(c) Pathological voice (speaker with essential tremor, F0 ≈ 132Hz)

Figure 8.10 – Neurological tremor frequency density estimation
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8.5.5.2 Center of gravity
Here, the estimated neurological tremor frequency density is summarized by means of the abscissa
of the center of gravity f̂dens,neur and its standard deviation b̂dens,neur in the frequency interval
[0,15Hz].

f̂dens,neur =

∫ 15Hz

0
F̂( f ;h) f d f∫ 15Hz

0
F̂( f ;h)d f

(8.19)

b̂dens,neur =

√√√√√√√
∫ 15Hz

0

(
f − f̂dens,neur

)2 F̂( f ;h)d f∫ 15Hz

0
F̂( f ;h)d f

(8.20)

As an example, Figure 8.11 illustrates the center of gravity as well as the standard deviation
for the neurological tremor frequency densities obtained for the same 3 speakers. Hereafter are
reported neurological frequency f̂dens,neur and its associated bandwidth b̂dens,neur :

f̂dens,neur(Hz) b̂dens,neur(Hz)
Modal 3.50 2.58

Parkinson’s disease 5.54 2.48
Essential tremor 3.78 0.89
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(a) Modal voice (F0 ≈ 88Hz)

(b) Pathological voice (speaker with Parkinson’s disease, F0 ≈ 123Hz)

(c) Pathological voice (speaker with essential tremor, F0 ≈ 132Hz)

Figure 8.11 – Center of gravity f̂dens,neur and standard deviation b̂dens,neur of the neurological tremor frequency density
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8.5.5.3 Scalar quantization

Here, the neurological tremor frequency density is summarized by means of a prominent central
frequency and a bandwidth obtained via scalar quantization [Say12]. For that, the density in the
range [0,15Hz] is subdivided into L arbitrary frequency intervals. The lower and upper interval
boundaries are denoted bl, j(k) and bu, j(k) where k = 1 . . .L and j is the iteration index. In each
interval k, the positions of the center of gravity fG, j(k) are computed.

fG, j(k) =

∫ bu, j(k)

bl, j(k)
F̂( f ;h) f d f∫ bu, j(k)

bl, j(k)
F̂( f ;h)d f

(8.21)

The global distortion D j is computed by summing distortions d j(k) obtained for all frequency
intervals :

D j =
L

∑
k=1

d j(k) =
L

∑
k=1

∫ bu, j(k)

bl, j(k)

(
f − fG, j(k)

)2

F̂( f ;h)d f (8.22)

L new frequency intervals are then determined. The new interval boundaries are the averages of
consecutive frequencies fG, j. bl, j+1(k) =

fG, j(k−1)+ fG, j(k)
2 ; k = 2 . . .L

bu, j+1(k) = bl, j+1(k+1); k = 1 . . .L−1
(8.23)

The leftmost and rightmost boundaries are fixed to 0Hz ans 15Hz.{
bl, j+1(1) = 0Hz
bu, j+1(L) = 15Hz

(8.24)

This procedure is iterated several times so that at each iteration, the global distortion decreases.
As a consequence, the iterative process converges to a local minimum, which depends on the initial
frequency interval subdivision. In this study, the number of iterations has been fixed to J = 30 and
the number of intervals L has been chosen equal to 15. Moreover, the initial frequency intervals
uniformly subdivide the frequency range.

Finally, the density is summarized via L local centers of gravity fG,J(k), which are not uniformly
distributed on the frequency axis. Indeed, the width of intervals in the vicinity of prominent peaks
is smaller than elsewhere. The weight (or mass) of the corresponding interval is :

F̂G,J(k) =
∫ bu,J(k)

bl,J(k)
F̂( f ;h)d f (8.25)

The prominent neurological tremor frequency is obtained by selecting a subset of intervals
k = k1 . . .k2 for which the mass is larger than the average density. Adjacent intervals are grouped
together and a prominent neurological tremor frequency is computed via the center of gravity of
this subset.
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f̂quant,neur =

k2

∑
k=k1

fG,J(k) F̂G,J(k)

k2

∑
k=k1

F̂G,J(k)

(8.26)

If more than one relevant group of adjacent intervals is detected, only the group with the highest
local average density is considered.

The neurological tremor bandwidth b̂quant,neur is defined as the width of the retained group of
adjacent intervals.

b̂quant,neur = bu,J(k2)−bl,J(k1) (8.27)

(a) Modal voice (F0 ≈ 88Hz)

(b) Pathological voice (speaker with Parkinson’s disease, F0 ≈ 123Hz)

(c) Pathological voice (speaker with essential tremor, F0 ≈ 132Hz)

Figure 8.12 – Scalar quantization of the neurological tremor frequency density

As an example, Figure 8.12 illustrates the application of scalar quantization to the neurological
tremor frequency densities obtained for the 3 previous speakers. Hereafter are reported the promi-
nent neurological frequencies and their associated bandwidths :
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f̂quant,neur(Hz) b̂quant,neur(Hz)
Modal 2.65 5.50

Parkinson’s disease 5.32 7.10
Essential tremor 3.89 3.00

8.5.5.4 The time-frequency analysis of the neurological tremor frequency
Neurological tremor frequency density estimation may be frame-based to enable the time-varying
analysis of the neurological tremor frequency content. Here, a sliding analysis window of length
0.1s is used. This window is placed at the beginning of the neurological tremor time series and
moves to the right with overlap. For each position of the sliding window, several empirical mode
instantaneous frequencies fi(t) and envelopes ai(t) are available. A weighted probability density
estimate of the frequency content of that interval is estimated by means of a Gaussian kernel, as
previously. The final time-frequency representation is obtained via the concatenation of the density
estimates. The trajectories of the estimated neurological tremor frequency and its bandwidth are
tracked via scalar quantization. Figure 8.13 illustrates these time-frequency representations for the
same 3 speakers. The time-frequency representations have been coded according to a grayscale
level where black and white refer respectively to the the lowest and highest density values. The
trajectories of the neurological tremor frequency (in red) as well as the boundaries (in green) are
also represented. Visual inspection of these representations suggests that the neurological tremor
modulation frequency is time-varying.



148 Chapter 8. Analysis of vocal cycle length perturbations

(a) Modal voice (F0 ≈ 88Hz)

(b) Pathological voice (speaker with Parkinson’s disease, F0 ≈ 123Hz)

(c) Pathological voice (speaker with essential tremor, F0 ≈ 132Hz)

Figure 8.13 – Time-varying representation of the prominent neurological tremor frequency and bandwidth obtained via
scalar quantization
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8.6 On the choice of the weights
Here, the choice of the weight formulation used to compute the neurological tremor frequency
estimates and/or its frequency densities is discussed and validated. As a reminder, the weight
formulation has been obtained from the theoretical development expressing the neurological
tremor frequency as a function of the weighted individual instantaneous mode frequencies (see
section 8.5.3), and the weights were defined as the projections of complex modes zi(t) on the
complex sum zneur(t) (see relation (8.14)).

Two signals have been considered. The first, x1(t), is a sinusoidal time series oscillating at
7Hz. The second, x2(t), is obtained by perturbing locally the sinusoidal time series. Figure 8.14
illustrates these two time series.

(a) x1(t)

(b) x2(t)

Figure 8.14 – Time series x1(t) and x2(t)

x1(t) = sin(2π f0 t) t ∈ [0,2s]

x2(t) = x1(t)+10∑
n

δ (t− n
f0
)⊗ p(t)

(8.28)

where ⊗ designates the convolution, δ (t) is an impulse and p(t) is a perturbation defined as
follows :

p(t) =


f0 t− (0.2+0.03m) t ∈

]
0.2+0.03m

f0
,
0.215+0.03m

f0

]

− f0 t +(0.215+0.03m) t ∈
]

0.215+0.03m
f0

,
0.23+0.03m

f0

]
m = 0,1,2,3

(8.29)

For each signal, the empirical mode decomposition as well as the extraction of instantaneous
values via AM-FM decomposition have been carried out. In this section, no categorization is
carried out. As a consequence, all empirical modes (except the residue) are considered for further
processing.

Figure 8.15 shows the extracted empirical modes ci(t) as well as the instantaneous mode
frequencies fi(t) and envelopes ai(t) of x1(t). One observes that the sinusoidal time series, that
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satisfies theoretically the mode properties, has been decomposed into 2 empirical modes and a
residue. However, the amplitudes of the second mode and the residue are very feeble compared to
the first empirical mode.

(a) Empirical modes ci(t) and instantaneous mode envelopes ai(t)

(b) Instantaneous mode frequencies fi(t)

Figure 8.15 – EMD & AM-FM decomposition applied to x1(t)

Three instantaneous frequency probability densities have been estimated. These three densities,
illustrated in Figure 8.16 differ by the weights assigned to each instantaneous frequency. In Fig-
ure 8.16a, all instantaneous frequencies fi(t) are equally weighted. In Figure 8.16b, the weights are
the instantaneous envelopes ai(t). Finally, in Figure 8.16c, the proposed projection-based weights
are considered. Additionally, the frequency probability densities have been estimated for two kernel
width values h : the first small and arbitrary chosen kernel width h1 = 0.1 enables the visualization
of the fine structure of the distribution, and the second kernel width h2 = 0.63 has been determined
by means of the optimality criterion defined in relation (8.18).

Visual inspection shows that the frequency densities obtained on the basis of the instantaneous
mode envelopes ai(t) or the projections of the complex modes zi(t) on the complex sum zresultant
gives identical distributions. On the other hand, the density estimated by means of equally weighted
instantaneous frequencies may be discarded because additional frequency components that are
related to small and spurious extracted modes are reported.
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(a) wi(t) = 1 ∀t (b) wi(t) = ai(t)

(c) wi(t) = ai(t)cos
(
φi(t) − φresultant(t)

)
(see relation

(8.14))

Figure 8.16 – Instantaneous frequency probability density estimates of x1(t) obtained for three different weight formula-
tions, and two kernel widths h1 = 0.1 (black) and h2 = 0.63 (blue).
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Figure 8.17 illustrates the results of the empirical mode decomposition and the AM-FM decom-
position applied to the second time series x2(t). Nine empirical modes have been extracted. One
observes that the decomposition is affected by mode mixing. More exactly, the main effects of the
mode mixing are observed for the 4th and 5th empirical modes in which an oscillatory component
at ≈ 7Hz is locally present. Also, careful analysis of Figure 8.17b reveals that large frequency
components appear locally in two or several adjacent modes that together do not contribute much
to the original time series x2(t) because they are out of phase. For instance, a ≈ 1.6Hz component
is shared by empirical mode c7(t) and c8(t) in the interval [0.5s,0.7s].

Figure 8.18 illustrates two weighted frequency probability density estimates obtained by means
of envelope-based or projection-based weighting of the instantaneous frequencies fi(t), and for two
kernel widths h1 = 0.1 (arbitrarily chosen) and h2 = 0.75 (optimality criterion).

At present, the instantaneous frequency probability density estimates differ as opposed to the
previous example. Indeed, one observes that the projection-based weighted probability density
estimate (Figure 8.18b) reports only one prominent peak centred around 7Hz. On the other hand,
the envelope-based weighted probability density estimate (Figure 8.18a) is more dispersed and the
presence of additional spurious low-frequency components is clearly observed.

To sum up, these two experiments report that a weighting of the instantaneous mode frequency
is required for the estimation of the neurological tremor frequency and/or its frequency probability
density. Moreover, the choice of the weight formulation based on complex mode projection is
desirable so that only in-phase frequency components contribute to the final estimate.
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(a) Empirical modes ci(t) and instantaneous mode envelopes ai(t)

(b) Instantaneous mode frequencies fi(t)

Figure 8.17 – EMD & AM-FM decomposition applied to x2(t)
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(a) wi(t) = ai(t) (b) wi(t) = ai(t)cos
(
φi(t) − φresultant(t)

)
(see relation

(8.14))

Figure 8.18 – Instantaneous frequency probability density estimates of x2(t) obtained for two different weight formula-
tions, and two kernel widths h1 = 0.1 (black) and h2 = 0.75 (blue).

8.7 Conclusions
In this chapter, the cycle length time series has been decomposed into sub time series that are
respectively assigned to vocal jitter, neurological tremor, physiological tremor and a residual trend,
which is due to intonation and declination. The break-up is based on empirical modes that are
assigned to one of the four categories and the cycle length sub time series are obtained by summing
the modes assigned to a same category.

The sizes of vocal jitter and of physiological and neurological tremor depths have been es-
timated via the standard deviations of the corresponding sub time series divided by the average
cycle length. Ideally, the tremor frequencies could be estimated via weighted averages of the
instantaneous frequencies of the empirical modes that belong to the neurological or physiological
tremor categories. However, one observes that due to mode mixing large frequency components
may appear in two adjacent modes that together do not contribute much to the corresponding sub
time series because they are out of phase. Computing arithmetic averages of mode frequencies
would therefore assign undue weight to frequencies that exist in individual modes, but which do not
contribute to the corresponding tremor category. The solution that has been explored here consists
in estimating the instantaneous phase and amplitude of each empirical mode via empirical AM-FM
decomposition. These then enable a complex mode to be assigned to each empirical mode and the
weighted average of the instantaneous mode frequencies is defined in the complex plane so that
only in-phase frequency components contribute to the final estimate. Three neurological tremor
frequency and bandwidth cues have been proposed.

The proposed vocal cycle perturbation size, frequency and bandwidth cues will be validated in
Chapter 9.



The cycle length time series has been decomposed into temporal
sub-series that are respectively assigned to vocal jitter, neurolog-
ical tremor, physiological tremor and a residual trend, which is
due to intonation and declination

The sizes of vocal jitter and of physiological and neurological
tremor depths have been estimated via the standard deviations
of the corresponding temporal sub-series divided by the average
cycle length

The neurological tremor frequency and bandwidth cues have
been obtained via a weighted instantaneous average of the
mode frequencies and/or summarized via a weighted average
instantaneous frequency probability density, involving complex
empirical modes

Key points
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9. Validation

Validate Salience-based Cycle Length Tracking

Compare the performance of SCLT with a well-known
frame-based tracking method

Validate vocal cycle length perturbation analysis

Objectives of this chapter
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9.1 Introduction

The extraction of vocal cycle lengths via salience analysis and dynamic programming as well as the
analysis of cycle length perturbations have been validated by means of simulations. The simulated
stimuli have been generated via a synthesizer of disordered voices.
Notice that a clear difference is made between parameters and cues. A parameter is related to the
synthesizer and designates the action of a user on the characteristics of the generated synthetic
stimulus. On the other hand, the term cue refers to the a posteriori computation of a quantity.

This chapter is organized as follows. In the first part, the synthesizer of disordered voices
is presented. In the second part, the cycle length tracking is validated by means of synthetic
voiced speech sounds and the robustness with regard to background noise is assessed. Then, the
perturbation method analysis is validated by means of synthetic cycle length sequences and assessed
via multiple linear regression models.

9.2 The synthesizer of disordered voices

Synthetic stimuli that are used for validation have been generated by a synthesizer of disordered
voices. The latter produces sounds that mimic the vocal quality of speakers suffering from a voice
or speech pathology or dysfunction. This synthesizer is composed of three major parts that are
respectively :

{ the glottal source phase function perturbation model. The glottal source phase function,
denoted φ0, is build and perturbed involving the average vocal frequency, its trend (intona-
tion/declination) and the size of vocal perturbations (jitter, neurological tremor, physiological
tremor).

{ the glottal airflow model consists in simulating the vocal chord vibration dynamics to
determine the glottal airflow rate at the entrance of the vocal tract.

{ the waveform propagation through the vocal tract is then simulated via formant-based
filtering.

9.2.1 Glottal source phase function perturbation model

Figure 9.1 illustrates the scheme of the glottal phase perturbation. The time series that are related
to vocal jitter, neurological tremor, physiological tremor are computed individually via white noise
filtering. The average vocal frequency as well as its trend are also computed. The perturbation and
trend time series are then grouped to build the glottal source phase function φ0(t).

9.2.1.1 Intonation and declination

The average vocal frequency and its trend (intonation/declination) are specified via constant or
slowly varying time series.

9.2.1.2 Physiological and neurological tremor

Physiological and neurological tremor perturbation time series are generated via white noise
filtering by means of a second-order resonator with a gain equal to 1. The parameters are the tremor
frequency and the tremor bandwidth. Figures 9.2a and 9.2b illustrate several frequency responses
(in modulus) obtained for different tremor frequencies and bandwidths.
Tremor gain is controlled by means of the tremor size parameter which plays the role of a constant
gain multiplier. Notice that, via this procedure, the size of the tremor perturbation is influenced by
the tremor size parameter but also by the tremor bandwidth. The influence of the tremor frequency
on tremor size is feeble.
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Figure 9.1 – Synthesizer of disordered voices : Phase function perturbation

(a) Variation of the tremor frequency
(bandwidth=3.5Hz)

(b) Variation of the tremor bandwidth (frequency =
7Hz)

Figure 9.2 – Synthesizer of disordered voices : Frequency response of tremor filter

9.2.1.3 Jitter

The jitter perturbation time series is generated via white noise low-pass filtering. Vocal frequency
jitter is related to muscle tension jitter during phonation. Figure 9.3a illustrates the amplitude
spectrum of an electromyographic (EMG) signal of the CT muscle. One observes that the major
part of energy is located below 400Hz and that a a prominent frequency component appears in the
vicinity of 50Hz. A filter (illustrated in Figure 9.3) is obtained via the cascade of a low-pass filter
(with cut-off frequency = 100Hz) and a peak filter that can boost spectral components (specified
via the jitter frequency and jitter boost parameters). A constant gain multiplier (i.e. jitter size
parameter) is then used to fix the size of the frequency jitter.

9.2.1.4 Glottal source phase

The glottal source phase function φ0(t) involves the average vocal frequency, its trend, and simulated
perturbations. Assuming that the instantaneous glottal phase function derivative is the instantaneous
vocal frequency, we obtain the following relation :
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(a) Amplitude-spectrum of EMG of LCA-muscle (b) Jitter simulation filters

Figure 9.3 – Synthesizer of disordered voices : Jitter model

dφ0(t) = 2π f0,trend(t)dt + p(t) (9.1)

where f0,trend(t) and p(t) are the trend and the total phase perturbation time series (sum of
physiological, pphys(t), neurological, pneur(t), and jitter, p jit(t), perturbation components).

p(t) = pphys(t)+ pneur(t)+ p jit(t) (9.2)

Assuming that the sampling frequency is equal to Fs = 200kHz, the phase function is then
computed for each sampling instant n.

p[n] = pphys[n]+ pneur[n]+ p jit [n]
∆φ0[n] = 2π f0,trend [n]∆t + p[n]
φ0[n] = φ0[n−1]+∆φ0[n]

(9.3)

9.2.2 Glottal airflow model

Figure 9.4 illustrates a cross-section of the glottis. The vocal cords are approximated by two
oscillators moving out of phase. The system is assumed symmetrical. The motion of the vocal
folds is controlled via the virtual glottal hemi-widths dentr and dexit . The instantaneous vibration
frequency of the vocal cords is controlled by the glottal source phase function φ0(t).{

dentr = ξ0,entr +ξ1,entr sin(φ0)
dexit = ξ0,exit +ξ1,exit sin(φ0−Φ)

(9.4)

Symbols ξ designate the vibration amplitudes or abduction amplitudes respectively. Phase
delay Φ mimics the propagation delay between entrance and exit (i.e. converging/diverging glottis).

The glottal cross-section is thus a trapeze with bases denoted wentr and wexit . Assuming that the
glottis area at the entrance and the exit must be positive or equal to 0 when the vocal cords enter
in contact, widths wentr and wexit are expressed by means of the the virtual glottal hemi-widths as
follows : {

wentr = max{0,2dentr}
wexit = max{0,2dexit}

(9.5)
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Figure 9.4 – Synthesizer of disordered voices : Glottis model (coronal cross-section)

The glottal airflow increases with glottis area Ag. Here, one assumes that the glottis area Ag is
given by :

Ag = Lg min{wentr,wexit} (9.6)

where Lg is the glottal length.

In the synthesizer, the glottal airflow rate is then computed via the Rothenberg model [BA83].

9.2.3 Propagation through the vocal tract
The propagation of the glottal source excitation through the vocal tract is modelled by means
of formant synthesizer [Kla80]. The latter involves several resonators, connected in series, that
simulate the transfer function of the vocal tract. The frequency of each formant is controlled
individually. The bandwidths are fixed via a statistical model involving the formant frequencies.

9.3 Tracking of cycle lengths
9.3.1 Overview

The cycle length tracking has been validated on the basis of synthetic stimuli. The goal of the
cycle length tracking consists in selecting a subset of speech signal peaks that characterize the
same glottal events. For that, the speech signal peaks are characterized by their positions and their
saliences, and the selection is based on dynamic programming.

9.3.2 Corpus
The synthetic stimuli have been generated separately with increasing jitter or neurological tremor
size, and for different values of F0 (100Hz and 300Hz). For a fixed set of parameters, the synthesis
is performed 10 times. Table 9.1 reports the parameters and their values/ranges of 4 experiments.
The other parameters of the synthesizer have been kept constant.
In Experiment 1 and 3, only jitter parameters are modified. The jitter size parameter varies in the
range [1,2, . . . ,10], which covers a very large set of perturbation sizes. The jitter boost has been
fixed to 0dB. As a consequence, no narrow frequency band is favoured, which yields a cycle length
perturbation time series that can be assimilated to low-pass filtered white noise.
In Experiment 2 and 4, cycle lengths are perturbed by low-frequency modulations only. The default
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neurological tremor frequency and bandwidth are fixed respectively to 7Hz and 3.5Hz and the
neurological tremor size parameter varies in the range [1,2, . . . ,20].

EXPERIMENTS
1 2 3 4

Jitter

Size [1,2, . . . ,10] 0 [1,2, . . . ,10] 0
Frequency (Hz) (?) (??) (?) (??)
Bandwidth (Hz) 100 (??) 100 (??)

Gain (dB) 0 (??) 0 (??)

Neur. tremor

Size 0 [1,2, . . . ,20] 0 [1,2, . . . ,20]
Frequency (Hz) (??) 7 (??) 7
Bandwidth (Hz) (??) 3.5 (??) 3.5

F0 Mean (Hz) 100 100 300 300
(?) : no influence, jitter boost = 0dB
(??) : no influence, perturbation size = 0

Table 9.1 – Experimental conditions for the tracking validation

9.3.3 Influence of the perturbation sizes
9.3.3.1 Experiment conditions

For each synthetic voiced speech sound, the cycle length sequence [d1,d2,d3, . . . ,dI] (with I the
number of cycles) is obtained separately from the synthesizer. A constant-step interpolated ref-
erence cycle length time series xre f (t) is then obtained by reconstructing the temporal axis as
described in section 5.5.

The cycle length tracking, explained in Chapters 4 and 5, is applied to obtain the cycle length
time series xsclt(t).The tracking parameters are :

Vocal frequency range : [60Hz,400Hz]
Maximal local length perturbation : α = 35%
Second-order perturbation weight : γ1 = 1

Salience weight : γ2 = 2
Admissible preceding triplet selection : γ3 = 60%

Triplet sequence length weight : γ4 = 3

The synthetic and tracked cycle length time series are then inter-correlated. The delay is fixed
so that the inter-correlation coefficient is maximum. Cycle length time series xsclt(t) and xre f (t) are
then analyzed within a same interval to compute their cycle length averages (T0,sclt and T0,re f ), their
average fundamental frequencies (F0,sclt = 1/T0,sclt and F0,re f = 1/T0,re f ) and their coefficients of
variation (CVsclt and CVre f ).

For each set of parameters, the synthesizer generates 10 realizations, and thus 10 cue values.
These are pooled and an ensemble average is computed for each set of parameters.

9.3.3.2 Results
Figure 9.5 shows the ensemble average vocal frequency F0,sclt (upper figure), the ensemble average
coefficient of variation CVsclt (middle figure) as well as the ensemble average correlation coefficient
between the extracted and the reference cycle length time series (bottom figure). In the upper and
middle figures, the red dotted line reports to the ensemble average reference cue (F0,re f and CVre f ).

One observes that, for Experiments 2 and 4, the ensemble average F0,sclt and CVsclt cues are very
close to the reference cue values. This agreement is confirmed by very high correlation coefficients
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between the extracted and the reference time series, especially for increasing tremor size values.
For small tremor size values, the correlation coefficients are slightly smaller. A possible explanation
is that the tracking is based on peak selection. A high precision with regard to the peak position
is thus required. For that, the speech signal has been upsampled to a sampling frequency equal
to 200kHz and the peak positions have been refined. However, for small CVre f values (i.e. small
low-frequency modulation depths), these variations in amplitude are not detectable. Figure 9.6
illustrates two synthetic stimuli (F0,re f ≈ 100Hz or 300Hz) characterized by high neurological
tremor sizes (i.e. neurological tremor size parameter = 20). Red dots indicate the peaks that are
selected by the tracking method.

(a) F0,re f ≈ 100Hz, tremor size parameter = 20 (b) F0,re f ≈ 300Hz, tremor size parameter = 20

Figure 9.6 – Influence of the low-frequency perturbation size : Illustration of Experiments 2 and 4

In Experiments 1 and 3, only jitter size evolves. One observes in Experiment 1 that the correla-
tion coefficients are smaller compared to Experiment 2 and 4 and decrease starting from a parameter
value equal to 5 (i.e. a CVre f ≈ 7%). Considering that the glottal source phase function is perturbed
by low-pass filtered white noise, an explanation is that the temporal peak-based tracking selects a
subset of speech cycle peaks via a dynamic programming approach that rests on a pseudo-regularity
criterion (second order difference of successive cycle length candidates). For large and fast cycle
length perturbations, other peaks in the vicinity of the relevant speech cycle peaks may be preferred
to obtain a less perturbed pseudo-regular cycle length time series. However, one observes that,
globally, the perturbation size cues CVsclt are slighly higher than the reference cues CVre f . Figure 9.7
illustrates two synthetic stimuli (F0,re f ≈ 100Hz or 300Hz) characterized by large jitter (i.e. jitter
size parameter = 10) and reports the peaks that are selected by the tracking method.

(a) F0,re f ≈ 100Hz, jitter size parameter = 10 (b) F0,re f ≈ 300Hz, jitter size parameter = 10

Figure 9.7 – Illustration of Experiments 1 and 3

Finally, in Experiment 3, one observes that the accuracy of the cycle length tracking method
drops starting from a size equal to 5 (i.e. CVre f ≈ 4%). Indeed, the ensemble average F0,sclt
decreases monotonically from 300Hz to 150Hz and then remains constant for larger perturbations.
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Moreover, the evolution of F0 with jitter sizes indicates that the average extracted cycle lengths
evolves from 1/300Hz to 1/150Hz when the jitter size parameter increases. These results suggest
that for large perturbations the tracking favours sequences of twice the cycle length. Notice that
the dynamic programming algorithm, via its state variable L and parameter γ4, enables tracking
cycle length time series characterized by large cycle-to-cycle length perturbations, but, beyond a
threshold, the tracking method prefers less perturbed cycle length sequences. Another explanation
is that large excursions around the average F0,re f lead to proportionally larger excursions of the
F0,re f harmonics. Assuming that the frequency response of the vocal tract is kept unchanged during
synthesis, the perturbation of the vocal frequency generates perturbations of the cycle amplitudes.
These variations of the speech cycle amplitudes (called shimmer) therefore influence the salience
assigned to speech cycle peaks, which may bias the peak selection.

In conclusion, the results indicate that the cycle length tracking is able to deliver reliable cycle
length sequences. Especially, in presence of low-frequency modulations of the cycle lengths,
the tracker is able to deal with very large perturbations (≈ 10%). In case of high-frequency
perturbations, the tracker is able to extract relevant cycle length perturbations up to ≈ 4% over the
whole range of expected fundamental frequencies.

9.3.4 Influence of background noise
9.3.4.1 Experiment conditions

The proposed cycle length tracking is assigned to the cycle-synchronous event analysis category.
Such techniques enable an accurate analysis of time-evolving F0 speech sounds, but are directly
affected by additive noise. Here, the reliability of the tracking is evaluated by adding increasing
amount of white noise to the previous synthesized speech sounds. Let nw(t) be a normally
distributed white noise (with mean 0 and standard deviation 1) and snr the signal-to-noise ratio, the
synthetic speech sounds y(t) have been modified as follows :

ynoisy(t) = y(t)+aw nw(t) where : aw =
σy

10(snr/20) (9.7)

In this experiment, the snr values evolves from 30dB to 5dB. For example, Figures 9.8a
and 9.8b illustrate two synthetic sounds (clean (snr = ∞) and noisy (snr = 5dB)).

(a) F0,re f ≈ 100Hz, jitter size parameter = 10 (b) F0,re f ≈ 100Hz, tremor size parameter = 20

Figure 9.8 – Illustration of noise addition

9.3.4.2 Results
Figure 9.9 illustrates, for several snr values, the ensemble average F0,sclt (upper figure) and CVsclt
(middle figure) cues as well as the ensemble average correlation coefficient between the extracted
and the synthetic reference cycle length time series (bottom figure). In the upper and middle figures,
the red dotted line reports the ensemble average reference cue (F0,re f and CVre f ).
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One observes the influence of background noise on the tracking results. For Experiments 1
and 3 (i.e. variations of the jitter size), the correlation coefficients decrease with increasing noise
levels, which suggests the selection of spurious peaks in the vicinity of the relevant speech cycle
peaks. Because of the noise, the cycle lengths are locally perturbed and the tracked perturbation
sizes increase. Notice that this effect is mainly visible for Experiment 3 (F0,re f ≈ 300Hz) for which
the re-affiliation of selected peaks induces higher relative perturbations because of the shorter cycle
lengths. Figure 9.10 illustrates two synthetic stimuli (F0,re f ≈ 100Hz or 300Hz) characterized by
large jitter (i.e. jitter size = 10) and reports the peaks that are selected by the tracking for snr=5dB.
The Figure displays synthetic speech fragments after band-pass filtering (60Hz-500Hz).

(a) F0,re f ≈ 100Hz, jitter size parameter = 10, snr=
5dB

(b) F0,re f ≈ 300Hz, jitter size parameter = 10, snr=
5dB

Figure 9.10 – Illustration of Experiments 1 and 3 with additive noise, after band-pass filtering

The influence of the background noise is also present for Experiments 2 and 4 (i.e. variations of
the neurological tremor size). Especially in Experiment 4, feeble correlation coefficients and high
CVsclt values for snr values lower than 15dB are observed due to the combination of small reference
perturbation sizes and short cycle lengths. Figure 9.11 illustrates four stimuli (F0,re f ≈ 100Hz
or 300Hz) synthesized with several neurological tremor sizes and reports the tracked peaks for
snr=5dB.
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(a) F0,re f ≈ 100Hz, tremor size parameter = 1, snr=
5dB

(b) F0,re f ≈ 300Hz, tremor size parameter = 1, snr=
5dB

(c) F0,re f ≈ 100Hz, tremor size parameter = 20, snr=
5dB

(d) F0,re f ≈ 300Hz, tremor size parameter = 20, snr=
5dB

Figure 9.11 – Illustration of Experiments 2 and 4 with additive noise, after band-pass filtering
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9.3.5 Comparison with Praat Software
9.3.5.1 Experimental conditions

The proposed tracking is now compared to the method used in a well-known speech analysis
software, called Praat [BW01]. In this software, two short-term analysis methods, based on
the autocorrelation or the cross-correlation, are proposed for extracting the pitch contour. Praat
developers suggest the use of the cross-correlation settings to obtain the most reliable cycle length
values. The algorithm (called Pitch (cc)) performs an acoustic periodicity detection on the basis of
a forward cross-correlation analysis [Tal95].

The Praat algorithm is frame-based and delivers an F0 estimate for each frame position. Based
on that estimate, the cycle length is determined and several cues are computed, which are the
standard deviation σ0,praat and average T0,praat of the raw period sequence [p1, p2, . . . pI] (i.e. non-
constant step interpolated sequence). Default parameter values have been specified, except for
the vocal frequency range that has been set to [60Hz,400Hz] to enable the comparison with our
salience-based cycle length tracking (SCLT) method.

The short-term analysis method has been applied to the previously synthesized corpus (variation
of jitter and neurological tremor size parameters, 10 realizations for each set of parameters) with
increasing snr values. For each stimulus, the average vocal frequency F∗0,praat and the coefficient of
variation CV ∗praat of the period sequence is computed :

CV ∗praat =
σ0,praat

T0,praat
(9.8)

As a consequence, reference cues, CV ∗re f and F∗0,re f , related to the synthesizer and cues CV ∗sclt
and F∗0,sclt obtained via the proposed cycle length tracking have also been computed on the basis of
the corresponding non-constant step interpolated cycle length sequences.

For each set of parameters, the ten cue values have been pooled and an ensemble average
computed.

9.3.5.2 Results
Comparison with unconstrained Praat pitch extraction method
Figure 9.12 illustrates, for various snr values, the ensemble average vocal frequencies cues F∗0,sclt
and F∗0,praat (upper figure), and ensemble average coefficient of variation cues, CV ∗sclt and CV ∗praat
(bottom figure). The red dotted line refers to the ensemble average reference cue (F0,re f and CVre f ).
The cues related to the SCLT tracking and Praat tracking are displayed respectively in black and
blue.

For Experiment 1 and 3, one observes that the short term analysis method, implemented in
Praat, is unable to track reliably cycle lengths in presence of high fast cycle-to-cycle length pertur-
bations (jitter size parameter higher than 2, corresponding to a reference coefficient of variation
CV ∗re f ≥ 3%). However, for low-frequency perturbations of the cycle lengths (Experiments 2 and 4),
one observes a good agreement between the ensemble average vocal frequency F∗0,praat and F∗0,re f ,
except for low snr levels and large neurological tremor sizes.

For instance, Figure 9.13 reports two screen shots of the Praat user interface. Each Figure
illustrates the analyzed speech sound in the temporal domain (upper part) and its spectrogram
(bottom part). The cycle length tracking results are reported in the temporal domain by means of
blue markers that delimit the cycle boundaries. In this example, the test stimulus is a synthetic
voiced speech sound with a jitter size parameter = 10 and a F0 parameter = 100Hz (snr=5dB). One
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(a) Total duration

(b) Zoom

Figure 9.13 – Praat user interface (unconstrained method), synthetic test stimulus
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observes in Figure 9.13a that vocal cycles are missed and that the extracted cycle lengths differ
widely in time. Figure 9.13b reports a fragment of the stimulus. In Figure 9.13b, the pitch estimate
is ≈ 363Hz. Therefore, pitch markers have tracked intra-cycle oscillations. This occurs in the
presence of rapid F0 changes and is a consequence of the lack of reliability of short-term analyses
that rely on the cycle length regularity assumption.

The problems with Praat in the presence of high cycle length perturbations may be solved by
assuming that the vocal frequency range is known a priori. Therefore, the previous experimental
conditions have been modified to facilitate the cycle length tracking by Praat. For that, the vo-
cal frequency range in Praat has been set to respectively [70Hz,130Hz] and [250Hz,350Hz] in
agreement with the vocal frequency synthesis parameter (i.e. 100Hz for Experiments 1 and 2, and
300Hz for Experiments 3 and 4). The vocal frequency ranges of the SCLT method have been kept
unchanged.

Comparison with constrained Praat pitch extraction method

Figure 9.15 illustrates, for several snr values, the ensemble average vocal frequencies cues, F∗0,sclt
and F∗0,praat , and ensemble average coefficients of variation, CV ∗sclt and CV ∗praat .

At present, a good agreement between F0,re f and F0,praat is obtained. The robustness of the
Praat short-term analysis with regard to the background noise has improved. Indeed, frame-based
analysis methods are less affected by noise or signal degradation because of their reliance on the
signal auto-correlation or cross-correlation [Hes83].

Figure 9.14 – Praat user interface (constrained method), test stimulus

Nevertheless, one observes that, in many cases, perturbation size cues CV0,praat are lower
than the reference cues CVre f and are unable to deal with large jitter (see Experiment 1 and 3).
Conversely, CVsclt cues are generally slightly larger than the reference cue values. As an example,
Figure 9.14 shows a screen shot of the Praat user interface during the analysis of a synthetic stimu-
lus with a jitter size parameter = 10 and a F0 parameter = 100Hz (snr=5dB). One observes that the
blue pulse markers that delimit glottal cycles are located at different instants within each cycle and,
therefore, do not report exactly the same glottal events. As a consequence, the cycle length tracking
method implemented in Praat obtains less perturbed cycle sequences, which explains the smaller
computed perturbation size cues.
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9.4 Perturbation analysis

9.4.1 Corpus

The cycle length perturbation analysis method has been validated by means of synthetic stimuli
generated by the same synthesizer of disordered voices (section 9.2). Here, only the cycle length
sequences have been synthesized. The synthesis parameter ranges are listed in Table 9.2. These
perturbation size ranges have been reduced compared to the previous simulations because the goal,
here, is not to test the limitations of the cycle tracking. Notice that the physiological tremor has not
been simulated. For each set of parameters, only one synthetic cycle length sequence is generated,
i.e. a total of 11 ·10 ·13 ·10 = 14300 sequences.

Symbol Parameter Range # values

Jitter

Xσ , jit Size [0,0.1,0.2,0.3, . . . ,0.9,1] 11
Frequency (Hz) (?) /
Bandwidth (Hz) 100 1

Gain (dB) 0 1

Neur. tremor

Xσ ,neur Size [1,2,3, . . . ,9,10] 10
X f ,neur Frequency (Hz) [3,4,5, . . . ,14,15] 13
Xbw,neur Bandwidth (Hz) [0.5,1,1.5, . . . ,4.5,5] 10

F0 Mean (Hz) 100 1
(?) : no influence, jitter boost = 0dB

Table 9.2 – Experimental conditions for the perturbation analysis validation

9.4.2 Method

For each cycle length sequence, the temporal axis has been reconstructed to obtain a constant-step
interpolated time series xre f (t), followed by empirical mode decomposition, perturbation catego-
rization and vocal cue computation.

The vocal cues that have been computed in the framework of this validation are listed in
Table 9.3. They report the sizes of jitter, neurological tremor and physiological tremor, the neuro-
logical tremor frequency and bandwidth described in chapter 8.

The validation consists in reporting the relation between synthesizer parameters and cues. For
that, a multiple linear regression model is fitted to the data. The predictors are the synthesizer
parameters and the responses are individual vocal cues. Notice that, to enable coefficient value
comparison, the predictors as well as the response are z-normalized by subtracting the variable
mean and dividing by the standard deviation.

Let
{
X
}

be an array of P predictors (i.e. the normalized synthesizer parameter values)
and

{
C
}

an array of the P corresponding coefficients. Each cue is thus expressed via a linear
multi-dimensional relation as follows :

cue =
{
C
}
·
{
X
}T (9.9)

The reliability of the cues is then assessed by means of the values of the linear model coefficients
and the percentage of variability in the response (R2) explained by the model. The computed
coefficients are reported by means of spider plots, which comprises 2P axes : P axes for positive
coefficient values and P axes for negative values.
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Jitter size σ jit Standard deviation of the jitter time series
x jit(t) divided by the average of the intona-
tion time series xint(t).

Eq. (8.4)

Neurological tremor depth σneur Standard deviation of the neurological
tremor time series xneur(t) divided by the
average of the intonation time series xint(t).

Eq. (8.4)

Physiological tremor depth σphys Standard deviation of the physiological
tremor time series xphys(t) divided by the
average of the intonation time series xint(t).

Eq. (8.4)

Neurological tremor
frequency

f̂µ,neur Average of the estimated neurological
tremor frequency time series f̂neur(t)
weighted by the neurological tremor enve-
lope.

Section 8.5.4

f̂dens,neur Abscissa of the center of gravity of the
estimated neurological tremor frequency
density F̂( f ;h) in the frequency interval
[0,15Hz].

Eq. (8.19)

f̂quant,neur Abscissa of the center of gravity of the esti-
mated neurological tremor frequency den-
sity F̂( f ;h) in the frequency interval se-
lected via scalar quantization.

Eq. (8.26)

Neurological tremor
bandwidth

δ f̂neur Standard deviation of the estimated neuro-
logical tremor frequency time series f̂neur(t)
weighted by the neurological tremor enve-
lope.

Section 8.5.4

b̂dens,neur Standard deviation of the estimated neuro-
logical tremor frequency density F̂( f ;h) in
the frequency interval [0,15Hz].

Eq. (8.20)

b̂quant,neur Width of the frequency interval retained af-
ter scalar quantization.

Eq. (8.27)

Table 9.3 – Summary of vocal cues considered for perturbation analysis validation

9.4.3 Results
9.4.3.1 Perturbation sizes

Perturbations σ jit , σneur and σphys have been predicted by multiple linear regression models. The
predictors are the jitter size synthesizer parameter Xσ , jit and the neurological tremor size Xσ ,neur,
frequency X f ,neur and bandwidth Xbw,neur parameters. The models are thus characterized by the
following linear relations. 

σ jit =
{
C1
}
·
{
X
}T

σneur =
{
C2
}
·
{
X
}T

σphys =
{
C3
}
·
{
X
}T

(9.10)

where : {
C
}

=
{

Cσ , jit ,Cσ ,neur,C f ,neur,Cbw,neur
}{

X
}

=
{

Xσ , jit ,Xσ ,neur,X f ,neur,Xbw,neur
} (9.11)
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Figure 9.16 reports the normalized coefficients, as well as the R2 values, for the 3 perturbation
cues. One observes that the neurological tremor depth model explains ≈ 82% of the variance.
Moreover, neurological tremor depth σneur is mainly influenced by the neurological tremor size
Xσ ,neur and bandwidth Xbw,neur parameters. The influences of X f ,neur and Xσ , jit are feeble.

Figure 9.16 – Linear regression model coefficients of the perturbation size cues

The physiological tremor depth model explains ≈ 63% of the variance. Once again, the coeffi-
cients Cσ ,neur and Cbw,neur are high and positive. One observes also a high and negative coefficient
C f ,neur. This suggests that the frequency interval < 2Hz is less affected by high-frequency neuro-
logical tremor components.

Finally, the jitter size model exlains≈ 44% of the variance. Here, the four parameters contribute
positively to jitter size, especially X jit,size and Xneur, f req. So, the jitter size σ jit increases with the
jitter size parameter and increasing neurological tremor frequency parameters transfer a fraction of
the neurological tremor energy to the frequency interval > 15Hz.

The observation of significant influences of Xσ ,neur and Xbw,neur suggest an alternative multiple
linear regression model. This is explained by the fact that, during synthesis, the size of the
neurological tremor phase perturbation is influenced by the neurological tremor depth and bandwidth
parameters (see section 9.2.1.2). So, here, a fifth predictor variable is added, equal to the product of
the tremor depth and tremor bandwidth parameters.

σ jit =
{
C ∗1
}
·
{
X ∗}T

σneur =
{
C ∗2
}
·
{
X ∗}T

σphys =
{
C ∗3
}
·
{
X ∗}T

(9.12)

where : {
C ∗
}

=
{

Cσ , jit ,Cσ ,neur,C f ,neur,Cbw,neur,Cbw,neur∗σ ,neur
}{

X ∗} =
{

Xσ , jit ,Xσ ,neur,X f ,neur,Xbw,neur,Xbw,neur ∗Xσ ,neur
} (9.13)

Figure 9.17 reports the 5 coefficients, as well as the R2 values, for the 3 perturbation size cues.
Globally, the percentages of explained variance increase. Moreover, at present, the interaction
between the neurological tremor size and bandwidth parameters has the greatest influence on
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σneur and σphys. Previous observations with regard to the transfer of neurological tremor energy to
adjacent frequency intervals are confirmed.

Notice that the influence of jitter size on σneur is always smaller than the influence of neurologi-
cal tremor depth (or interaction between depth and bandwidth) on σ jit . This is expected because
the jitter energy is spread out on a wide frequency band and, therefore, only a small fraction of the
jitter energy affects the frequency interval of neurological tremor (≈ [2Hz,15Hz]).

Figure 9.17 – Linear regression model coefficients for the perturbation size cues (with interaction)

9.4.3.2 Neurological tremor frequency

Figure 9.18 – Linear regression model coefficients for the neurological tremor frequency cues

Figure 9.18 reports the coefficients, as well as the R2 values, for the 3 neurological tremor
frequency cues ( f̂µ,neur, f̂dens,neur and f̂quant,neur).
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
f̂µ,neur =

{
C4
}
·
{
X
}T

f̂dens,neur =
{
C5
}
·
{
X
}T

f̂quant,neur =
{
C6
}
·
{
X
}T

(9.14)

where : {
C
}

=
{

Cσ , jit ,Cσ ,neur,C f ,neur,Cbw,neur
}{

X
}

=
{

Xσ , jit ,Xσ ,neur,X f ,neur,Xbw,neur
} (9.15)

The predictors
{
X
}

are the jitter size parameter Xσ , jit and the neurological tremor depth
Xσ ,neur, frequency X f ,neur and bandwidth Xbw,neur parameters.

One observes that the 3 neurological tremor frequency cues are mainly influenced by the
neurological tremor frequency X f ,neur. However, the R2 values are different. These differences may
be explained by inspecting Figure 9.19 that reports two scattergrams. These scattergrams compare
the f̂dens,neur cue to respectively f̂µ,neur and f̂quant,neur. Black and blue dots refer to the stimuli
characterized respectively by a small or large neurological tremor depth σneur. The threshold is
median σneur. The red line is the bisector.

Figure 9.19 – Comparison of the neurological tremor frequency cue candidates

On the one hand, one observes a good agreement between f̂dens,neur and f̂µ,neur cues. This is
expected because, as a first approximation, these two cues have been computed on the basis of the
instantaneous mode frequencies and envelopes by integrating successively, but in reverse order,
along the temporal and frequency axis. Moreover, these two cues appear to be unaffected by the
neurological tremor depth. On the other hand, one observes that the f̂quant,neur is directly affected
by the neurological tremor depth so that the selection of a relevant frequency interval by scalar
quantization is harder when the neurological tremor depth is small compared to the jitter size.

9.4.3.3 Neurological tremor bandwidth
Figure 9.20 reports the 4 coefficients, as well as the R2 values, for the 3 neurological tremor
bandwidth cues. (δ f̂neur, b̂dens,neur and b̂quant,neur).

δ f̂neur =
{
C7
}
·
{
X
}T

b̂dens,neur =
{
C8
}
·
{
X
}T

b̂quant,neur =
{
C9
}
·
{
X
}T

(9.16)
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where : {
C
}

=
{

Cσ , jit ,Cσ ,neur,C f ,neur,Cbw,neur
}{

X
}

=
{

Xσ , jit ,Xσ ,neur,X f ,neur,Xbw,neur
} (9.17)

Figure 9.20 – Linear regression model coefficients for the neurological tremor bandwidth cues

First, the b̂quant,neur cue, which reports only the width of the frequency interval selected by
scalar quantization, can be rejected (R2 ≈ 10%). The neurological tremor cues obtained by scalar
quantization, f̂quant,neur and b̂quant,neur, are therefore discarded in the following. For the two other
cues, one observes that they are mainly influenced by the neurological tremor frequency parameter
X f ,neur rather than by the neurological tremor bandwidth parameter Xbw,neur. A first explanation is
that the b̂dens,neur cue is computed within a fixed frequency interval [0Hz,15Hz]. Boundary effects
may bias the computation of the bandwidth. Another explanation is related to the second-order
resonator used for the synthesis of the neurological tremor phase perturbation (see section 9.2.1.2).
Figure 9.21 illustrates several frequency responses (modulus) of the second-order resonator ob-
tained for different tremor bandwidth and frequency parameters. For each set of parameters, one
computes a bandwidth cue via the same mathematical expression than b̂dens,neur (see Equation 8.20)
by computing into the frequency interval [0,15Hz] the abscissa of the center of gravity fg and, then,
computing the weighted standard deviation with regard to fg.

One observes that the weighted standard deviation b̂dens,neur increases with increasing Xbw,neur
but also with increasing X f ,neur parameter values, as previously reported by the cue.
One observes also a positive contribution of the jitter size parameter Xσ , jit and a negative con-
tribution of the neurological tremor depth parameter Xσ ,neur. In other terms, the computation of
relevant bandwidths require a relative neurological tremor depth that is large compared to the other
perturbation sizes.

Due to the higher R2 value (see Figures 9.18 and 9.20), only the neurological frequency cues
f̂dens,neur and b̂dens,neur obtained via the frequency probability density are retained in the next chapter
for the analysis of natural signals.
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Figure 9.21 – Tremor bandwidth corresponding to the resonator parameters of the synthesizer

9.5 Conclusions
In this chapter, the cycle length tracking method as well as the cycle length perturbation analysis
are validated by means of synthetic voiced speech sounds.

The results show a good agreement between the extracted cycle length time series and the refer-
ence cycle length time series produced by the synthesizer. Different kinds of behaviour have been
observed depending on the kind of cycle length perturbations. In the presence of low-frequency
modulation of the cycle lengths, the accuracy has been demonstrated and the method is able to deal
with very high perturbation sizes (up to 10%). In the case of fast and large cycle-to-cycle length
perturbations, the tracking method is able to extract reliably cycle lengths up to 4% of perturbation
for the whole range of vocal frequencies.
Robustness with regard to the background noise has also been tested. The results indicate that for
signal-to-noise ratios higher than 15dB the tracking method is able to obtain reliable cycle length
sequences.
Finally, the method has been compared to an algorithm implemented in the Praat software. This
algorithm, based on cross-correlation, is frame-based and delivers pitch contour estimates that are
used for the tracking of cycle lengths. Although the robustness of Praat with regard to background
noise is higher than the proposed method, the frequency search interval of the Praat algorithm has
to be constrained to guarantee accuracy.
To conclude, the merit of the proposed cycle length tracking is its ability to track reliably vocal
cycle lengths with no a priori assumption with regard to the vocal cycle length regularity and interval.

The results of the cycle length perturbation analyses validation indicate that the proposed vocal
cues report adequately the corresponding synthesizer parameters. A selection is made between the
different neurological tremor frequency and bandwidth cues proposed in chapter 8.



The SCLT method as well as the vocal cycle length perturbation
analysis method has been validated by means of stimuli that
have been generated by a synthesizer of disordered voices.

The SCLT method is able to deal with very high low-frequency
cycle length perturbation sizes (up to 10%)

In the case of fast and large cycle-to-cycle length perturbations,
the SCLT method is able to extract reliably cycle lengths up to
4% of perturbation for the whole range of vocal frequencies

In presence of background noise, the SCLT method is able to
obtain reliable cycle length sequences for signal-to-noise ratios
higher than 15dB

The vocal cycle length perturbation analyses have been vali-
dated via a multiple linear regression model analysis. Some of
the proposed vocal cues report adequately the corresponding
synthesizer parameters

Key points
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Analyze the vocal cycle length perturbations of two speech
sound corpora sustained by control and Parkinson speakers

Compare and discuss the discrepancies between corpora

Objectives of this chapter
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10.1 Introduction
The salience-based cycle length tracking and the analysis of vocal cycle length perturbations are
carried out for two corpora of vowels [a] sustained by control speakers and patients suffering from
Parkinson’s disease.

For each corpus, an ANOVA analysis is carried out to test for the effects of N explanatory
variables on the mean of the cues. Here, a two-way ANOVA is used with 2 levels for each explana-
tory variable. The first variable, denoted "pathology" is related to the diagnosis. Its two levels are
Control and Parkinson. The second independent variable, denoted "gender" has two levels that are
Male and Female.

The method tests if the null hypothesis for all explanatory variable levels and their interaction
is acceptable or may be rejected. In other terms, the analysis consists in determining if the gender
or the pathology, or the interaction of these two variables, has an statistically significant effect on
the average vocal cues.

For that, the analysis results reports probability values for the null hypotheses on the 2 main
effects and their interactions. Basically, if the p-value associated with the factor "pathology" is
lower than 5%, then the average vocal cue value differs statistically significantly between the control
and Parkinson speakers. Moreover, if the p-value associated with the interaction between "gender"
and "pathology" is also lower than 5% for this same vocal cue, one observes that male and female
speakers do not evolve identically with regard to the pathology. In this case, a one-way ANOVA
with explanatory variable "pathology" is separately carried out for male and female speakers.

A comparison between the corpora, as well as the pooled control and Parkinson speakers is
also carried out.



188 Chapter 10. Parkinson and control speakers

10.2 Corpora
The corpora comprise vowels [a] sustained by control speakers and patients suffering from Parkin-
son’s disease.

10.2.1 Corpus from Bochum University Clinic
The first corpus has been recorded at a sampling frequency of 44.1 kHz in WAV format in the
same recording environment and by means of the same equipment at the Department of Neurology
of Bochum University Clinic (Bochum, Germany). This corpus comprises 74 control speaker
recordings (42♂,32♀) and 205 Parkinson speaker recordings (129♂,76♀).

Speaker chronological age as well as additional patient informations are available and reported
hereafter :

{ Duration since diagnosis (DUR.) : this is the time (in years) since the first diagnosis of the
pathology. Notice that this duration does not report the time since the first symptoms but the
duration since the diagnosis.

{ Unified Parkinson’s disease rating scale (UPDRS) : this scale is a popular scale to follow the
longitudinal course of Parkinson’s disease and is designed to monitor patient disability and
impairment.
The UPDRS comprises 4 parts : Mentation, behaviour and mood, Activities of daily living,
Motor examination and Complications of therapy (in the past week). All these parts comprise
several sections for which a score, based on a rating scale (0,1,2,3,4 for parts I to III or 0,1
for part IV), is attribued. The final score is obtained by summing all individual scores. Notice
that the speech quality of patients is only assessed in part II and III, as follows :

Part II : Activities of daily living
Speech

0 normal
1 mildly affected, no difficulty being understood
2 moderately affected, may be asked to repeat
3 severely affected, frequently asked to repeat
4 unintelligible most of time

Part III : Motor examination
Speech

0 normal
1 slight loss of expression, diction,volume
2 monotone, slurred but understandable, mod. impaired
3 marked impairment, difficult to understand
4 unintelligible

{ Hoehn and Yahr scale (HY ) : A commonly used scale for describing how the symptoms
of Parkinson’s disease progress. It is also used in conjunction with the UPDR scale. The
modified Hoehn and Yahr scale comprises 7 stages of severity that are reported hereafter :

Stage Description
1 Unilateral involvement only

1.5 Unilateral and axial involvement
2 Bilateral involvement without impairment of balance

2.5 Mild bilateral disease with recovery on pull test
3 Mild to moderate bilateral disease; some postural instability; physically independent
4 Severe disability; still able to walk or stand unassisted
5 Wheelchair bound or bedridden unless aided
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Table 10.1 reports the quartiles of ages, UPDRS, HY and duration since diagnosis (DUR.).
Quartiles Q1 to Q3 report the values at 25%, 50%, and 75% of the feature value range. Figure 10.1
reports the distributions of these clinical cues.

CONTROL PARKINSON
AGE AGE UPDRS HY DUR.

♂ ♀ ♂ ♀ ♂ ♀ ♂ ♀ ♂ ♀
MIN 26 27 41 42 5 6 1 1 1 1
Q1 56 47.5 65 64 14 14 2 2 2 2.25
Q2 66 63 69 70 20.5 19 2.5 2.5 6 6
Q3 71 69.5 72 75 29 27 3 3 10 9

MAX 83 80 82 83 53 61 4 4 18 30

Table 10.1 – Corpus from the Department of Neurology of Bochum University Clinic (Bochum, Germany) : Quartiles
of chronological ages, UPDRS, HY and duration since diagnosis (DUR.). Quartiles Q1 to Q3 report the values at 25%,
50%, and 75% of the feature value range.

(a) Distribution of the chronological age of con-
trol and Parkinson speakers

(b) Distribution of the Unified Parkinson’s dis-
ease rating scores (UPDRS)

(c) Distribution of the Hoehn and Yahr scores
(HY )

(d) Distribution of the time since diagnosis
(DUR.)

Figure 10.1 – Corpus from the Department of Neurology of Bochum University Clinic (Bochum, Germany) : Distributions
of the chronological age for control and Parkinson speakers, as well as UPDRS, HY scores and duration since diagnosis
for Parkinson speakers only
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10.2.2 Corpus from Pays d’Aix Hospital
The second corpus has been recorded at the Neurology Department of Pays d’Aix Hospital (Aix-en-
Provence, France) [Ghi+12]. This corpus comprises 123 control speaker recordings (50♂,73♀) and
456 Parkinson speaker recordings (302♂,154♀).

Speaker ages as well informations with regard to the use of L-DOPA in the clinical treatment of
Parkinson’s disease are available. Other information like the profession, the country of origin or
the language of origin of speakers are available but not used in this study. Table 10.2 reports the
quartiles of the age of control and Parkinson (with or without DOPA treatment) speaker. Figure 10.2
illustrates the distribution of age for control and Parkinson speakers.

Figure 10.2 – Corpus from the Neurology Department of Pays d’Aix Hospital (Aix-en-Provence, France) : Distribution
of chronological age for control and Parkinson speakers.

AGE
CONTROL PARKINSON

Dopa OFF Dopa ON Dopa n/a
♂(50) ♀(73) ♂(137) ♀(70) ♂(149) ♀(77) ♂(16) ♀(7)

MIN 43 37 47 28 46 28 51 59
Q1 58 53 59 60 59 60 58.5 66.25
Q2 64.5 63 67 65.5 67 66 68 67
Q3 70 70 74 73 74 73 75 68

MAX 86 86 85 85 85 85 81 75

Table 10.2 – Corpus from the Neurology Department of Pays d’Aix Hospital (Aix-en-Provence, France) : Quartiles of
age of control and Parkinson speakers (with or without DOPA treatment).
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10.3 Vocal cues
The vocal cues that have been kept and computed for the analysis of the corpora are reported
in Table 10.3. These cues are related to the perturbation sizes (jitter, neurological tremor and
physiological tremor), the neurological tremor frequency and bandwidth.

Jitter size σ jit Standard deviation of the jitter time se-
ries x jit(t) divided by the average of the
intonation time series xint(t).

Eq. (8.4)

Neurological tremor depth σneur Standard deviation of the neurological
tremor time series xneur(t) divided by
the average of the intonation time series
xint(t).

Eq. (8.4)

Physiological tremor depth σphys Standard deviation of the physiological
tremor time series xphys(t) divided by
the average of the intonation time series
xint(t).

Eq. (8.4)

Neurological tremor frequency f̂dens,neur Abscissa of the center of gravity of the
estimated neurological tremor frequency
density F̂( f ;h) in the frequency interval
[0,15Hz].

Eq. (8.19)

Neurological tremor bandwidth b̂dens,neur Standard deviation of the estimated
neurological tremor frequency den-
sity F̂( f ;h) in the frequency interval
[0,15Hz].

Eq. (8.20)

Average vocal frequency F0 Inverse of the average of the intonation
time series xint(t).

Eq. (8.3)

Table 10.3 – Summary of retained vocal cues
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10.4 Analysis of the corpus from Bochum University Clinic
10.4.1 Quartiles and histograms of vocal cues

Table 10.4 reports the quartiles of the size of jitter, the neurological and physiological tremor depths
(all in %). The last three lines of the table report the neurological tremor frequency and bandwidth,
and the average F0 (all in Hz). Figure 10.3 reports the histograms of the vocal cues.

Male Female
CTRL PARK CTRL PARK

σ jit (%)

Q0 0.14 0.15 0.18 0.15
Q1 0.22 0.30 0.25 0.33
Q2 0.42 0.42 0.36 0.45
Q3 0.74 0.76 0.58 0.87
Q4 2.21 3.19 1.38 2.38

σneur (%)

Q0 0.48 0.52 0.32 0.53
Q1 0.66 0.74 0.49 0.82
Q2 1.08 1.06 0.72 1.19
Q3 1.41 1.41 1.13 1.62
Q4 2.84 3.01 1.83 4.12

σphys (%)

Q0 0.39 0.35 0.15 0.30
Q1 0.55 0.60 0.40 0.64
Q2 0.79 0.85 0.65 0.91
Q3 1.35 1.15 1.05 1.36
Q4 2.48 2.45 1.52 3.66

f̂dens,neur (Hz)

Q0 3.34 3.33 3.34 3.20
Q1 4.19 4.26 4.03 3.99
Q2 4.58 4.79 4.39 4.60
Q3 5.24 5.43 4.66 5.20
Q4 6.96 7.05 6.42 6.80

b̂dens,neur (Hz)

Q0 1.50 1.84 1.89 1.67
Q1 2.35 2.42 2.18 2.25
Q2 2.81 2.80 2.57 2.63
Q3 3.22 3.14 2.79 3.01
Q4 3.77 3.72 3.34 3.65

F0 (Hz)

Q0 77.04 86.59 153.91 99.28
Q1 100.48 109.55 165.14 159.89
Q2 115.46 124.71 186.32 175.69
Q3 129.19 141.64 210.31 197.74
Q4 173.99 202.40 258.05 240.20

Table 10.4 – Corpus from the Department of Neurology of Bochum University Clinic (Bochum, Germany) : Quartiles of
the size of jitter σ jit , the neurological σneur and physiological σphys tremor depths (all in %). The last three lines of the
Table report the tremor frequency f̂dens,neur and bandwidth b̂dens,neur, and the average F0 (all in Hz). Quartiles Q0 to Q4
report the values at 2.5%, 25%, 50%, 75% and 97.5% of the feature value range.

10.4.2 Correlation
Table 10.5 reports Pearson’s linear correlation coefficients between the vocal perturbation cues
and the patient attributes (age, UPDRS, time since diagnosis (DUR.) and HY). The correlation
coefficient with a corresponding p-value < 5% are displayed in bold.

One observes that patient scores are only slightly correlated with perturbation cues (r ≤ 20%).
The UPDRS index as well as duration since the diagnosis are correlated (r ≈ 60%) with the HY
index. One observes also a correlation between the physiological σphys and neurological σneur

tremor depths (r = 69%) and between the neurological tremor frequency f̂dens,neur and its bandwidth
b̂dens,neur (r = 65%). The correlation coefficient between jitter σ jit and physiological tremor σphys
sizes is small and the other r values are feeble.
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σneur σphys f̂dens,neur b̂dens,neur F0 AGE UPDRS DUR. HY
σ jit 0.54 0.46 0.09 0.21 -0.08 0.01 0.02 -0.01 0.03

σneur 0.69 -0.06 -0.13 -0.04 0.09 0.11 0.14 0.20
σphys -0.01 0.08 -0.15 0.02 0.02 0.11 0.09

f̂dens,neur 0.65 -0.07 -0.06 0.19 -0.02 0.06
b̂dens,neur -0.12 -0.02 0.06 -0.06 -0.04

F0 0.05 -0.02 -0.07 -0.01
AGE 0.00 0.24 0.32

UPDRS 0.19 0.61
DUR. 0.60

Table 10.5 – Corpus from the Department of Neurology of Bochum University Clinic (Bochum, Germany) : Pearson’s
linear correlation coefficients between the vocal perturbation cues and the patient attributes (age, UPDRS, time since
diagnosis (DUR.) and HY). σ jit ,σneur and σphys designate vocal jitter size, neurological tremor depth and physiological
tremor depth. f̂dens,neur and b̂dens,neur refer to the frequency and the bandwidth of the neurological tremor

Table 10.6 reports Pearson’s linear correlation coefficients between vocal cues and age for the
control speakers only. One observes that the age of the control speakers is moderately correlated
with σ jit , σneur, σphys and f̂dens,neur. One observes also that the perturbation sizes σ jit , σneur and
σphys are correlated (r ≥ 50%). Moreover, the neurological tremor frequency f̂dens,neur is correlated
with the neurological tremor bandwidth b̂dens,neur (r = 62%).

σneur σphys f̂dens,neur b̂dens,neur F0 AGE
σ jit 0.50 0.50 0.25 0.35 -0.11 0.26

σneur 0.73 0.07 -0.18 -0.30 0.45
σphys 0.11 0.07 -0.28 0.48

f̂dens,neur 0.62 -0.14 0.25
b̂dens,neur -0.18 0.14

F0 -0.22

Table 10.6 – Corpus from the Department of Neurology of Bochum University Clinic (Bochum, Germany) : Pearson’s
linear correlation coefficients between the vocal perturbation cues and chronological age for control speakers. σ jit ,σneur

and σphys designate vocal jitter size, neurological tremor depth and physiological tremor depth. f̂dens,neur and b̂dens,neur
refer to the frequency and the bandwidth of the neurological tremor

10.4.3 Comparison between control and Parkinson speakers

Table 10.7 reports the p-values in percent obtained via two-way and one-way ANOVA for each
feature. All the p-values smaller than 5% are displayed in bold.

Pathology
(X1)

Gender
(X2)

X1 ·X2

σ jit 13.04 57.92 32.85
σneur 0.85 57.42 0.92
σphys 2.88 85.21 1.50

f̂dens,neur 40.22 3.66 84.93
b̂dens,neur 41.52 1.14 56.39

F0 98.53 0.00 0.21

(a) Two-way ANOVA for each vocal cue

Pathology
♂ ♀

σ jit 69.50 6.96
σneur 98.08 0.37
σphys 79.03 2.35

f̂dens,neur 43.12 66.62
b̂dens,neur 85.81 33.74

F0 1.23 6.12

(b) One-way ANOVA for each vocal cue and gender

Table 10.7 – Corpus from the Department of Neurology of Bochum University Clinic (Bochum, Germany) : p-values
(expressed in %) obtained via two-way ANOVA (left) and one-way ANOVA (right). All the p-values smaller than 5%
are displayed in bold.
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One observes that the size of jitter σ jit does not differ statistically significantly between control
and Parkinson speakers or between male and female speakers. Neurological tremor depth σneur

(p < 1%) and physiological tremor depth σphys (p < 5%) differ statistically significantly between
control and Parkinson speakers. Neurological tremor frequency f̂dens,neur (p < 5%), neurological
tremor bandwidth b̂dens,neur (p < 5%) and F0 (p < 0.1%) differ statistically significantly between
male and female speakers. The interaction between variables "gender" and "pathology" is statisti-
cally significant for neurological tremor depth σneur (p < 1%), physiological tremor depth σphys
(p < 5%) and F0 (p < 1%).

(a) Jitter size σ jit (in %) (b) Neurological tremor depth σneur (in %)

(c) Physiological tremor depth σphys (in %) (d) Neurological tremor frequency f̂dens,neur (in Hz)

(e) Neurological tremor bandwidth b̂dens,neur (in Hz) (f) Average vocal frequency F0 (in Hz)

Figure 10.4 – Corpus from the Department of Neurology of Bochum University Clinic (Bochum, Germany) : variations
of vocal cue averages of control and Parkinson speakers

Figure 10.4 illustrates for male (blue) and female (red) speakers the variations of vocal cue
averages of control and Parkinson speakers. One observes that the neurological tremor depth σneur

and physiological tremor depth σphys increase for female Parkinson speakers only (Figures 10.4b
and 10.4c). The neurological tremor frequency f̂dens,neur and its bandwidth b̂dens,neur are statistically
significantly higher for male speakers. The averages of the same cues increase for Parkinson
speakers but no statistically significant difference is observed between control and Parkinson
speakers (Figures 10.4d and 10.4e). Finally, the vocal frequency F0 differs statistically significantly
between male and female speakers. In addition, F0 increases for male Parkinson speakers and
decreases for female Parkinson speakers (Figure 10.4f).
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10.5 Analysis of the corpus from Pays d’Aix Hospital
10.5.1 Quartiles and histograms of vocal cues

Table 10.8 reports the quartiles of the size of jitter, the neurological and physiological tremor depths
(all in %). The last three lines of the table report the neurological tremor frequency and bandwidth,
and the average F0 (all in Hz). Figure 10.5 reports the histograms of the vocal cues.

Male Female
CTRL PARK CTRL PARK

σ jit (%)

Q0 0.15 0.14 0.11 0.14
Q1 0.23 0.28 0.24 0.26
Q2 0.31 0.40 0.35 0.37
Q3 0.46 0.76 0.49 0.61
Q4 1.94 2.77 2.93 2.10

σneur (%)

Q0 0.46 0.48 0.38 0.38
Q1 0.80 0.77 0.64 0.70
Q2 1.00 1.01 0.80 0.96
Q3 1.30 1.46 0.97 1.33
Q4 2.43 2.74 2.09 2.48

σphys (%)

Q0 0.29 0.22 0.24 0.31
Q1 0.53 0.51 0.51 0.57
Q2 0.75 0.73 0.80 0.78
Q3 0.99 1.04 1.16 1.07
Q4 1.42 2.47 2.39 2.52

f̂dens,neur (Hz)

Q0 2.90 3.44 2.94 3.31
Q1 3.93 4.43 3.89 4.19
Q2 4.48 5.04 4.32 4.53
Q3 5.04 5.66 4.95 5.25
Q4 7.12 7.44 6.24 6.67

b̂dens,neur (Hz)

Q0 1.70 1.80 1.66 1.79
Q1 2.32 2.49 2.31 2.29
Q2 2.61 2.82 2.53 2.56
Q3 2.90 3.23 2.83 2.88
Q4 3.72 3.73 3.38 3.76

F0 (Hz)

Q0 90.09 90.31 134.82 134.99
Q1 105.59 113.13 163.53 169.01
Q2 115.84 129.57 178.77 183.39
Q3 129.53 147.33 196.47 200.58
Q4 162.78 234.76 267.95 248.30

Table 10.8 – Corpus from the Neurology Department of Pays d’Aix Hospital (Aix-en-Provence, France) : Quartiles of
the size of jitter σ jit , the neurological σneur and physiological σphys tremor depths (all in %). The last three lines of the
Table report the tremor frequency f̂dens,neur and bandwidth b̂dens,neur, and the average F0 (all in Hz). Quartiles Q0 to Q4
report the values at 2.5%, 25%, 50%, 75% and 97.5% of the feature value range.

10.5.2 Correlation
Table 10.9 reports Pearson’s linear correlation coefficients between the vocal perturbation cues and
the patient attributes (age, dopa ON/OFF). No correlation has been observed between the perturba-
tion cues and dopa ON or OFF. The correlation between patient age and the perturbation sizes (σ jit ,
σneur, σphys) is feeble. One observes that the neurological tremor depth σneur is correlated with the
jitter size σ jit (r = 52%) and the physiological tremor depth σphys (r = 65%). The neurological
tremor frequency f̂dens,neur and its bandwidth b̂dens,neur are also correlated (r = 58%). The other r
values are feeble.

Table 10.10 reports Pearson’s linear correlation coefficients between vocal cues and age for
control speakers only. No large correlation is observed, except between the neurological tremor
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σneur σphys f̂dens,neur b̂dens,neur F0 AGE DOPA
σ jit 0.52 0.26 0.12 0.17 -0.13 0.13 -0.04

σneur 0.65 -0.09 -0.14 -0.05 0.25 -0.06
σphys -0.08 -0.09 0.03 0.24 0.03

f̂dens,neur 0.58 -0.16 0.07 -0.05
b̂dens,neur -0.14 -0.06 0.04

F0 0.01 0.04
AGE -0.01

Table 10.9 – Corpus from the Neurology Department of Pays d’Aix Hospital (Aix-en-Provence, France) : Pearson’s linear
correlation coefficients between the vocal perturbation cues and the patient attributes (age, dopa ON/OFF). σ jit ,σneur

and σphys designate vocal jitter size, neurological tremor depth and physiological tremor depth. f̂dens,neur and b̂dens,neur
refer to the frequency and the bandwidth of the neurological tremor

frequency f̂dens,neur and the neurological tremor bandwidth b̂dens,neur (r = 62%).

σneur σphys f̂dens,neur b̂dens,neur F0 AGE
σ jit 0.36 0.09 0.21 0.26 0.05 0.05

σneur 0.22 -0.12 -0.21 -0.20 0.23
σphys -0.07 -0.10 -0.02 0.16

f̂dens,neur 0.62 -0.02 0.01
b̂dens,neur -0.02 -0.01

F0 -0.04

Table 10.10 – Corpus from the Neurology Department of Pays d’Aix Hospital (Aix-en-Provence, France) : Pearson’s
linear correlation coefficients between the vocal perturbation cues and age for control speakers. σ jit , σneur and σphys

designate vocal jitter size, neurological tremor depth and physiological tremor depth. f̂dens,neur and b̂dens,neur refer to the
frequency and the bandwidth of the neurological tremor

10.5.3 Comparison between control and Parkinson speakers
Table 10.11 reports the p-values obtained via two-way and one-way ANOVA for each feature. All
the p-values smaller than 5% are displayed in bold. One observes that the physiological tremor
depth σphys does not differ statistically significantly between control and Parkinson speakers or
between male and female speakers. Neurological tremor depth σneur, frequency f̂dens,neur and band-
width b̂dens,neur as well as the average vocal frequency F0 differ statistically significantly between
control and Parkinson speakers and between male and female speakers. The interaction between
variables "gender" and "pathology" is statistically significant for jitter size σ jit (p < 5%) and F0
(p < 5%).

Pathology
(X1)

Gender
(X2)

X1 ·X2

σ jit 12.54 85.04 4.79
σneur 1.06 1.87 62.23
σphys 32.56 23.48 32.74

f̂dens,neur 0.00 0.46 18.22
b̂dens,neur 0.72 0.39 16.04

F0 1.75 0.00 1.95

(a) Two-way ANOVA for each vocal cue

Pathology
♂ ♀

σ jit 2.56 70.80
σneur 20.03 0.65
σphys 19.78 99.78

f̂dens,neur 0.01 1.07
b̂dens,neur 0.68 32.00

F0 0.17 97.58

(b) One-way ANOVA for each vocal cue and gender

Table 10.11 – Corpus from the Neurology Department of Pays d’Aix Hospital (Aix-en-Provence, France) : p-values
(expressed in %) obtained via two-way ANOVA (left) and one-way ANOVA (right). All the p-values smaller than 5%
are displayed in bold.

Figure 10.6 illustrates for male (blue) and female (red) speakers the variations of vocal cue
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averages of control and Parkinson speakers. One observes that the neurological tremor depth σneur,
frequency f̂dens,neur and bandwidth b̂dens,neur are statistically significantly higher for male speakers
and for Parkinson speakers (Figures 10.6b, 10.6d and 10.6e). Finally, one observes that the average
vocal frequency F0 increases for male Parkinson speakers.

(a) Jitter size σ jit (in %) (b) Neurological tremor depth σneur (in %)

(c) Physiological tremor depth σphys (in %) (d) Neurological tremor frequency f̂dens,neur (in Hz)

(e) Neurological tremor bandwidth b̂dens,neur (in Hz) (f) Average vocal frequency F0 (in Hz)

Figure 10.6 – Corpus from the Neurology Department of Pays d’Aix Hospital (Aix-en-Provence, France) : variations of
vocal cue averages of control and Parkinson speakers
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10.5.4 Effects of the use of medication
A two-way ANOVA has been carried out to determine the effects of gender and medication (L-
DOPA). Here, only Parkinson data have been considered. Table 10.12a reports the p-values for
each feature. Additionally, a Wilcoxon matched pairs signed ranks test [She03] has been carried
out considering a subset of patients for whom recordings with or without medication are available.
Table 10.12b reports the p-values for each feature and gender. P-values smaller than 5% are
displayed in bold.

Dopa
(X1)

Gender
(X2)

X1 ·X2

σ jit 40.82 3.25 80.39
σneur 11.06 8.93 29.58
σphys 64.12 86.43 90.86

f̂dens,neur 43.20 0.01 70.62
b̂dens,neur 39.96 0.01 79.39

F0 30.58 0.00 94.64

(a) Two-way ANOVA for each vocal cue

Dopa
♂ ♀

σ jit 46.61 3.56
σneur 3.91 0.10
σphys 92.22 66.03

f̂dens,neur 11.41 76.73
b̂dens,neur 69.85 8.67

F0 6.03 1.41

(b) Wilcoxon matched pairs signed ranks test for
each vocal cue and gender

Table 10.12 – Corpus from the Neurology Department of Pays d’Aix Hospital (Aix-en-Provence, France) : p-values (in
%) obtained via two-way ANOVA (left) and Wilcoxon matched pairs signed ranks test (right). All the p-values smaller
than 5% are displayed in bold.

For the first statistical test (ANOVA), no statistically significant differences are observed with
regard to the use of L-DOPA. However, considering a subset of patients for whom recordings with
or without medication are available, statistically significant differences between patients with or
without medication are observed for jitter size σ jit (female), neurological tremor depth σneur (male
and female) and average vocal frequency F0 (female). Figure 10.7 illustrates for male (blue) and
female (red) speakers the variations of vocal cue averages of DOPA-ON and DOPA-OFF Parkinson
speakers. Notice that these differences are feeble, but they may decrease the statistical effect of the
pathology when DOPA-ON and DOPA-OFF recordings are pooled (section 10.5.3).
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(a) Jitter size σ jit (in %) (b) Neurological tremor depth σneur (in %)

(c) Physiological tremor depth σphys (in %) (d) Neurological tremor frequency f̂dens,neur (in Hz)

(e) Neurological tremor bandwidth b̂dens,neur (in Hz) (f) Average vocal frequency F0 (in Hz)

Figure 10.7 – Corpus from the Neurology Department of Pays d’Aix Hospital (Aix-en-Provence, France) : vocal cue
averages of DOPA-ON and DOPA-OFF Parkinson speakers
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10.6 Comparison between corpora, as well as pooled control and Parkinson
speakers
The two corpora are pooled. The number of pooled control speaker recordings has been 197 (92 ♂,
105 ♀) and the number of pooled Parkinson speaker recordings has been 661 (431 ♂, 230 ♀).

10.6.1 Quartiles and histograms of vocal cues
Table 10.13 reports the quartiles of the size of jitter, the neurological and physiological tremor
depths (all in %). The last three lines of the table report the neurological tremor frequency and
bandwidth, and the average F0 (all in Hz). Figure 10.8 reports the histograms of the vocal cues.

Male Female
CTRL PARK CTRL PARK

σ jit (%)

Q0 0.14 0.14 0.13 0.14
Q1 0.23 0.29 0.24 0.28
Q2 0.35 0.40 0.35 0.41
Q3 0.57 0.76 0.55 0.65
Q4 2.11 2.88 2.85 2.35

σneur (%)

Q0 0.48 0.50 0.33 0.41
Q1 0.76 0.77 0.59 0.76
Q2 1.03 1.02 0.79 1.00
Q3 1.37 1.44 1.00 1.44
Q4 2.76 2.92 1.88 3.02

σphys (%)

Q0 0.30 0.25 0.23 0.30
Q1 0.55 0.53 0.48 0.59
Q2 0.77 0.75 0.78 0.81
Q3 1.03 1.06 1.14 1.13
Q4 2.12 2.46 1.93 2.91

f̂dens,neur (Hz)

Q0 3.11 3.40 2.97 3.31
Q1 4.04 4.42 3.93 4.11
Q2 4.51 4.96 4.38 4.54
Q3 5.06 5.58 4.94 5.22
Q4 7.12 7.34 6.41 6.70

b̂dens,neur (Hz)

Q0 1.67 1.83 1.76 1.79
Q1 2.33 2.46 2.29 2.28
Q2 2.66 2.81 2.53 2.58
Q3 3.02 3.19 2.82 2.91
Q4 3.72 3.73 3.35 3.69

F0 (Hz)

Q0 83.76 87.70 135.48 123.05
Q1 104.20 112.07 163.72 165.13
Q2 115.80 128.34 184.41 179.98
Q3 129.36 146.11 200.61 198.43
Q4 173.60 220.38 265.76 243.78

Table 10.13 – Pooled data : Quartiles of the size of jitter σ jit , the neurological σneur and physiological σphys tremor
depths (all in %). The last three lines of the Table report the tremor frequency f̂dens,neur and bandwidth b̂dens,neur, and
the average F0 (all in Hz). Quartiles Q0 to Q4 report the values at 2.5%, 25%, 50%, 75% and 97.5% of the feature value
range.
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10.6.2 Correlations
Table 10.14 and 10.15 report Pearson’s linear correlation coefficients between the vocal perturbation
cues for the control and Parkinson speakers respectively.

σneur σphys f̂dens,neur b̂dens,neur F0
σ jit 0.52 0.33 0.13 0.18 -0.12

σneur 0.66 -0.08 -0.13 -0.05
σphys -0.05 -0.02 -0.04

f̂dens,neur 0.60 -0.15
b̂dens,neur -0.15

Table 10.14 – Pooled corpora : Pearson’s linear correlation coefficients between the vocal perturbation cues of the
Parkinson speakers. σ jit ,σneur and σphys designate vocal jitter size, neurological tremor depth and physiological tremor
depth. f̂dens,neur and b̂dens,neur refer to the frequency and the bandwidth of the neurological tremor

σneur σphys f̂dens,neur b̂dens,neur F0
σ jit 0.40 0.22 0.22 0.29 -0.01

σneur 0.45 -0.02 -0.19 -0.25
σphys 0.00 -0.03 -0.13

f̂dens,neur 0.62 -0.08
b̂dens,neur -0.09

Table 10.15 – Pooled corpora : Pearson’s linear correlation coefficients between the vocal perturbation cues of the control
speakers. σ jit ,σneur and σphys designate vocal jitter size, neurological tremor depth and physiological tremor depth.
f̂dens,neur and b̂dens,neur refer to the frequency and the bandwidth of the neurological tremor

10.6.3 Three-way variance analysis
A three-way ANOVA is carried out to compare the results obtained for individual corpora. The
first explanatory variable, denoted "corpus", has two levels : Bochum and Aix-en-Provence. The
two other variables are "pathology" (with levels Control and Parkinson) and "gender" (with levels
Male and Female). Table 10.16 reports the p-values obtained via three-way, two-way and one-way
ANOVA for each vocal cue. All the p-values smaller than 5% are displayed in bold.

One observes that no statistically significant differences between corpora have been observed
and that the interaction between explanatory variables "corpus" and "gender" is not significant.
Interaction between variables "corpus" and "pathology" is statistically significant for neurological
tremor frequency f̂dens,neur only. Moreover, one observes that the interactions between all explana-
tory variables are statistically significant for all perturbation sizes.
One observes also that all vocal cues, except the average vocal frequency F0, differ statistically
significantly between control and Parkinson speakers. The neurological tremor frequency f̂dens,neur,
bandwidth b̂dens,neur and average vocal frequency F0 also differ statistically significantly between
male and female speakers. In addition, interaction between explanatory variables "pathology"
and "gender" are statistically significant for neurological tremor depth σneur and average vocal
frequency F0.
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Corpus
(X1)

Pathology
(X2)

Gender
(X3)

X1 ·X2 X1 ·X3 X2 ·X3 X1 ·X2 ·X3

σ jit 15.06 3.39 58.19 79.52 74.78 66.33 4.87
σneur 10.22 0.02 6.52 40.51 38.64 1.04 4.59
σphys 8.04 1.00 63.14 13.35 40.86 8.29 0.50

f̂dens,neur 77.70 0.06 0.07 3.44 94.59 33.73 50.94
b̂dens,neur 54.30 2.29 0.02 32.18 79.93 69.22 19.12

F0 32.25 13.82 0.00 14.58 35.26 0.02 36.40

(a) Three-way ANOVA for each vocal cue

Pathology
(X1)

Gender
(X2)

X1 ·X2

σ jit 5.90 49.83 34.56
σneur 0.04 1.81 3.67
σphys 6.59 54.64 29.54

f̂dens,neur 0.00 0.01 28.89
b̂dens,neur 1.05 0.00 48.67

F0 2.57 0.00 0.02

(b) Two-way ANOVA for each vocal cue

Pathology
♂ ♀

σ jit 5.76 45.53
σneur 31.06 0.01
σphys 53.31 7.37

f̂dens,neur 0.03 1.92
b̂dens,neur 2.41 16.95

F0 0.00 28.76

(c) One-way ANOVA for each vocal cue and gender

Table 10.16 – Pooled corpora : p-values (expressed in %) obtained via three-way ANOVA (top), two-way ANOVA
(bottom, left) and one-way ANOVA (bottom, right). All the p-values smaller than 5% are displayed in bold.

10.6.4 Perturbation size

Figure 10.9 reports the variations of the perturbation size averages for the two corpora (left column)
or for control and Parkinson speakers (right column). In Figures 10.9a, 10.9c and 10.9e (left
column), these variations are reported for control speakers (black) and Parkinson speakers (red).
Figures 10.9b, 10.9d and 10.9f (right column) report the variations of these perturbation size
averages for the corpora from Bochum (black) and Aix-en-Provence (red).

10.6.4.1 Jitter size σ jit

Previous analyses have shown that no statistically significant differences were observed for σ jit

between male and female speakers or between control and Parkinson speakers for the two corpora.
But a statistically significant interaction was observed between explanatory variables "pathology"
and "gender" for Aix-en-Provence speakers. A statistically significant difference is observed
however between the pooled control and Parkinson speakers. The reason is that jitter size σ jit

increases for Bochum female Parkinson speakers and for Aix-en-Provence male Parkinson speakers
(Figure 10.9b). The large increase of F0 of male Parkinson speakers at Aix-Hospital favours an
increase of their vocal jitter size.

10.6.4.2 Neurological tremor depth σneur

Neurological tremor differed statistically significantly between control and Parkinson speakers for
the 2 corpora. The same statistically significant difference is observed for the pooled control and
Parkinson speakers. The statistically significant difference between Aix-en-Provence male and
female speakers is not confirmed by the pooled male and female speakers. However, the statistically
significant interaction between explanatory variables "pathology" and "gender" for the Bochum
corpus is also statistically significant for the pooled data. Indeed, increasing neurological tremor
depth σneur is observed for female Parkinson speakers (Figure 10.9d) but not for male Parkinson
speakers.
In addition, one observes that neurological tremor depth σneur of female Parkinson speakers differ
between the two corpora (Figure 10.9c).
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(a) Jitter size σ jit (in %) (b) Jitter size σ jit (in %)

(c) Neurological tremor depth σneur (in %) (d) Neurological tremor depth σneur (in %)

(e) Physiological tremor depth σphys (in %) (f) Physiological tremor depth σphys (in %)

Figure 10.9 – Corpora : Variations of perturbation size averages for the two corpora (left column) and for control and
Parkinson speakers (right column)
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10.6.4.3 Physiological tremor depth σphys

The physiological tremor depth σphys difference between control and Parkinson speakers, as well as
the interaction between explanatory variables "pathology" and "gender" were statistically significant
for the Bochum corpus only. Physiological tremor depth σphys differs statistically significantly
between pooled control and Parkinson speakers. The reason is that the physiological tremor depth
σphys difference between Bochum female control and Parkinson speakers is large (Figure 10.9f). In
addition, no interaction between "pathology" and "gender" is observed.

10.6.5 Neurological tremor frequency and bandwidth

Figure 10.10 illustrates the variations of neurological tremor frequency and bandwidth averages for
the two corpora (left column) or for control and Parkinson speakers (right column).
In Figures 10.10a and 10.10c (left column), these variations are reported for control speakers
(black) and Parkinson speakers (red). Figures 10.10b and 10.10d (right column) report the vari-
ations of neurological tremor frequency and bandwidth averages for the corpora from Bochum
(black) and Aix-en-Provence (red).

(a) Neurological tremor frequency f̂dens,neur (in Hz) (b) Neurological tremor frequency f̂dens,neur (in Hz)

(c) Neurological tremor bandwidth b̂dens,neur (in Hz) (d) Neurological tremor bandwidth b̂dens,neur (in Hz)

Figure 10.10 – Corpora : Variations of neurological tremor frequency and bandwidth averages for the two corpora (left
column) and for control and Parkinson speakers (right column)

Neurological tremor frequency f̂dens,neur and bandwidth b̂dens,neur differed statistically signifi-
cantly between male and female speakers for the two corpora and between Aix-en-Provence control
and Parkinson speakers. These two cues also differ statistically significantly between pooled control
and Parkinson speakers and between pooled male and female speakers. The reason is that the
pooled Parkinson speakers are characterized by higher neurological tremor frequency and band-
width than the pooled control speakers (Figure 10.10b and 10.10d), and that higher neurological
frequencies and bandwidths are observed in male speakers (Figure 10.10a and 10.10c). In addition,
the interaction between explanatory variables "corpus" and "pathology" is statistically significant
for the neurological tremor frequency f̂dens,neur. The reason is that one observes in Figure 10.10a
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that the neurological frequency f̂dens,neur decreases for control speakers and increases for Parkinson
speakers from one corpus to the other.

10.6.6 Vocal frequency F0

(a) Average vocal frequency F0 (in Hz) (b) Average vocal frequency F0 (in Hz)

Figure 10.11 – Corpora : Variations of vocal frequency averages for the two corpora (left column) and for control and
Parkinson speakers (right column)

Figure 10.11 illustrates the variations of vocal frequency averages for the two corpora (left
column) or for control and Parkinson speakers (right column).
In Figure 10.11a, these variations are reported for control speakers (black) and Parkinson speakers
(red). Figure 10.11b illustrates the variations of F0 averages for the corpora from Bochum (black)
and Aix-en-Provence (red).

One is relieved to observe that the vocal frequency F0 is statistically significantly higher for
female speakers ! No statistically significant difference is observed between pooled control and
Parkinson speakers but the interaction between explanatory variables "pathology" and "gender"
is statistically significant. The reason is that the average vocal frequency decreases for female
Parkinson speakers and increases for male Parkinson speakers.
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10.7 Discussion and conclusion

10.7.1 Discrepancies between corpora

Descriptive analysis shows that the distributions of chronological age differ between corpora,
especially for young control speakers that are more numerous in the corpus from Bochum even
though the medians of the Bochum control and Parkinson speakers are close. On the other hand,
the control and Parkinson speakers from Aix-en-Provence have quasi-identical age distributions.

Figure 10.12 – Distribution of male, female, control and Parkinson speaker recordings

Another issue is related to the unequal distribution of male and female speakers between corpora
or between control and Parkinson speakers (Figure 10.12). First, the percentages of control and
Parkinson’s speakers are approximatively identical for the two corpora and the number of male
Parkinson speakers is always higher than the number of female Parkinson speakers. However,
one observes different distributions of male and female control speakers, so that the Bochum
corpus comprises more male than female speakers and inversely for the Aix-en-Provence corpus.
Finally, the pooled control speakers comprise approximatively equal percentages of male and
female speakers.

10.7.2 Patient attributes

Pearson’s linear correlation analysis indicates that no significant correlation is observed between
the vocal cues and patient attributes. A possible explanation is that UPDRS or HY scores describe
global symptoms of Parkinson’s disease and its progress and are therefore not focused on the
assessment of a patient’s voice.

10.7.3 Statistically significant effects of corpus, gender or pathology
10.7.3.1 Corpus

Even though the corpora have different gender distributions, no statistically significant main effects
are assigned to the corpora.
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10.7.3.2 Gender
The results of the two-way analysis of variance with explanatory variables "pathology" and "gen-
der" have shown that the neurological tremor frequency f̂dens,neur, its bandwidth b̂dens,neur and
the average vocal frequency F0 differ always statistically significantly between male and female
speakers. Indeed, one observes that f̂dens,neur and b̂dens,neur averages are systematically larger for
male speakers than female speakers. Inversely, the vocal frequency F0 averages are systematically
higher for female speakers than for male speakers.

These statistically significant differences of b̂dens,neur between male and female speakers may
explain the different correlation coefficients that are observed between the neurological tremor
depth σneur and the physiological tremor depth σphys and jitter size σ jit . Indeed, for the control
speakers from Bochum, the correlation coefficient are high (r = 50% between σneur and σ jit ,
and r = 73% between σneur and σphys) compared to the control speakers from Aix-en-Provence
(r ≤ 36%). A possible explanation is that female control speakers are more numerous than male
control speakers for the corpus from Aix-en-Provence. The b̂dens,neur ensemble average is thus
small because female control speakers are characterized by smaller bandwidths than male control
speakers. As a consequence, the spectral energy is less dispersed around the neurological tremor
frequency f̂dens,neur so that the categorization of cycle length perturbations into physiological
tremor, neurological tremor and jitter is less fuzzy. Therefore, assuming that the vocal jitter, the
neurological tremor and physiological tremor cues report the symptoms of different physiological
or neurological causes, no significant correlations are observed between perturbation size cues.
Inversely, male control speakers are more numerous than female control speakers for the corpus
from Bochum. The b̂dens,neur ensemble average is thus higher than for the Aix-en-Provence corpus.
As a consequence, the neurological tremor frequency density is more dispersed which suggests that
more spectral overlap occurs with the vocal jitter and physiological tremor categories. Increasing
amount of neurological tremor depth therefore affects positively the jitter size and the physiological
tremor depth. Therefore, a correlation between perturbation sizes is observed.

The same reasoning may be applied to Parkinson speakers for individual or pooled corpora
because for these speakers, male or female, the bandwidth b̂dens,neur is larger and, anyway, male
Parkinson speakers are far more numerous than female Parkinson speakers.
Finally, moderate correlation coefficients between perturbation sizes for pooled control speakers
are observed because the number of male and female control speakers are similar.

10.7.3.3 Pathology
The results of the two-way variance analysis with explanatory variables "pathology" and "gender"
show that the neurological tremor depth differs statistically significantly between control and
Parkinson speakers for individual or pooled corpora. Indeed, Parkinson speakers are characterized
by higher neurological tremor depth than control speakers. Statistically significant interaction
between variables "pathology" and "gender" suggests that the neurological tremor depth σneur in
male and female does not evolve identically with pathology. Indeed, the difference between control
and Parkinson speakers is higher for female speakers than for male speakers.

Physiological tremor depth σphys and jitter size σ jit differ statistically significantly between
pooled control and Parkinson speakers, but theses differences are not significant for individual
corpora. This observation is confirmed by the statistically significant interaction between variables
"corpus", "pathology" and "gender". That triple interaction, in the absence of dual interaction,
suggests that the statistical significance of the difference between control and Parkinson speakers is
corpus-dependent and therefore not likely to be generally valid. In addition, when repeating the
ANOVA analysis of the pooled corpus while dropping explanatory variable "corpus", the statisti-
cally significant difference between control and Parkinson speakers disappears for physiological
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tremor depth and jitter.

Neurological tremor frequency f̂dens,neur differs statistically significantly between control and
Parkinson speakers for the corpus from Aix-en-Provence and for the pooled data, for which a
statistically significant interaction is observed between variables "gender" and "pathology".

The neurological tremor bandwidth b̂dens,neur is correlated with the neurological tremor fre-
quency f̂dens,neur. Statistically significant differences between control and Parkinson speakers and
male speakers are observed.

10.7.3.4 Effect of gender and pathology on vocal frequency F0

A statistically significant interaction between the variable "pathology" and "gender" is observed for
vocal frequency F0. Indeed, the vocal frequency of male Parkinson speakers increases while the
vocal frequency of female Parkinson speakers decreases. As a consequence, the perturbation size
cues σphys, σneur and σ jit , expressed in % and normalized by T0, are amplified for male Parkinson
(F0↗⇒ T0↘⇒ 1

T0
↗) and attenuated for female speakers (F0↘⇒ T0↗⇒ 1

T0
↘). Consequently,

the statistically significant differences of neurological tremor depth σneur between female control
and Parkinson speakers cannot be attributed to the effect of F0 on the depth cues.



The neurological tremor depth is statistically significantly higher
for female Parkinson speakers than for female control speakers

The neurological tremor frequency differs statistically significantly
between male and female speakers and increases statistically
significantly for male Parkinson speakers compared to male con-
trol speakers

The vocal frequency increases for male Parkinson speakers and
decreases for female Parkinson speakers

Key points
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Remind the motivations and objectives of the study

State the key results

Discuss improvements and perspectives

Objectives of this chapter
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11.1 Objectives and motivations

The general framework of the thesis is the assessment of disordered voices. The assessment of
voice and laryngeal function is based on auditory ratings and acoustic analyses of speech sounds.
Acoustic feature-based assessment methods are indeed popular because they are non-invasive and
enable clinicians to monitor the voice of patients quantitatively.

The goal of this study is the analysis of vocal tremor and vocal jitter in Parkinson speakers and
control speakers. Few studies have, indeed, been devoted to vocal tremor in human speakers in
general and Parkinson speakers in particular. Also, a large majority of the existing studies have
involved small corpora with tens of speakers at most. Idem, no studies have addressed jointly vocal
jitter and vocal tremor (neurological & physiological) as well as declination.

Here, cycle length jitter and vocal tremor frequencies and depths are obtained for two corpora
of vowels comprising 123 and 74 control and 456 and 205 Parkinson speaker recordings respectively.

11.2 Key results

1. The cycle length tracking based on speech cycle peak salience and dynamic programming is
able to track reliably vocal cycle lengths without strong a priori assumption with regard to
cycle length regularity and cycle length intervals.

2. The proposed method is able to track reliably cycle lengths in the presence of low-frequency
modulations up to 10% and fast perturbations up to 4%, over the whole range of vocal frequen-
cies. Reliable cycle length sequences are obtained for signal-to-noise ratios higher than 15dB.

3. The perturbation analysis is based on empirical mode decomposition to split the cycle length
time series into temporal sub-series corresponding to jitter, neurological tremor, physiological
tremor and trend. Instantaneous frequencies of individual modes are obtained via AM-FM
decomposition and the weighted category average is defined in the complex plane to decrease
the effect of mode mixing.

4. The vocal cycle length perturbation analysis has been validated by means of synthetic stimuli
and multiple linear regression. The validation stage suggest discarding several cues because
they do not report the reference parameter values adequately.

5. Two corpora of Parkinson and control speakers have been analyzed. The results show that
the neurological tremor modulation depth σneur is statistically significantly higher for female
Parkinson speakers than for female control speakers.

6. Neurological tremor frequency differs statistically significantly for male and female speakers.

7. Neurological tremor frequency increases statistically significantly for the pooled Parkinson
speakers compared to the pooled control speakers.

8. A statistically significant interaction between explanatory variables "gender" and "pathol-
ogy" is observed for vocal frequency F0, which increases for male Parkinson speakers and
decreases for female Parkinson speakers, compared to control speakers.
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11.3 Improvements & perspectives

In this study, a method for the tracking of vocal cycle lengths in sustained voiced speech sounds
is proposed. It relies on a sample salience analysis and the cycle length sequence is obtained via
dynamic programming. One asset is that no strong a priori assumptions are made with regard to the
cycle length regularity or range. Currently, the analysis of a fragment of a sustained speech sound
that has been selected manually is carried out. A possible improvement would be the implementa-
tion of an automatic voice activity detector to avoid time-consuming and repetitive segmentation
tasks. Ideally, this voice activity detector should be able to detect and isolate a fragment of speech
sound which is not contaminated by environmental noise or voice breaks.

The cycle length perturbation analysis has been carried out to assess the voice quality of control
speakers and patients that suffers from Parkinson’s disease. The method could be applied to other
pathologies involving vocal tremor like essential tremor, amyotrophic lateral sclerosis or spasmodic
dysphonia.

The salience-based cycle length tracking may also be used in other applications involving
the tracking of pseudo-periodic cycle patterns. As an example, three unexpected but interesting
applications of the developed sample salience analysis have been discovered while browsing the
Internet. The applications are related to the tracking of walking cycles on the basis of accelerometer
signals in the framework of gait analysis. The idea is that, when feet strike the ground during
walking or running activities, a peak with large acceleration salience is observed at the beginning
of each cycle. Therefore, cycles can be detected by locating such remarkable events.

{ Biometric authentication based on gait recognition : The authentication via accelerometer-
based biometric gait recognition offers a user-friendly alternative to common authentication
methods on smartphones. It has the great advantage that the authentication can be per-
formed without user interaction. The idea is that, when the user is walking, his walk-pattern
can be extracted from the acceleration signal recorded using the integrated sensors of a
smartphone. This pattern can be used for authentication. In this framework, the sam-
ple salience analysis method has been used and cited in PhD thesis [Nic12], scientific
papers [MN12] [Nic+11] [MM13] and different projects [Mal09] [MD09].

{ A PhD thesis that concerns the Transmission Power Management for Wireless Health
Applications uses salience analysis to analyze data from body sensors and provides an
adaptive transmit power selection algorithm that reacts to the user’s mobility [Ami12].

{ A US patent [AS13] uses sample salience analysis in the framework of the monitoring of
exercise or other forms of physical activity to improve health and manage obesity. Here,
sample salience analysis has been applied to measured acceleration data to count a number
of instances of the activity that have occurred, such as walking or running.

The salience analysis could be generalized to enable multi-dimensional analysis of data. For
instance, in topography, the concept of bi-dimensional salience, expressed in km2 and defined as the
spatial area over which a topographic map sample is a maximum, would enable the categorization
of mountain summits and/or the selection of the best panoramas.

Finally, the proposed perturbation analysis may be used to analyze the variability of financial
time series. As an example, the method has been applied to financial data to analyze the volatility
of financial assets. The financial asset price volatility refers to the degree to which prices vary over
a certain length of time. A preliminary study [Mer11] has been realized in this framework. The
goal consisted in decomposing the asset return time series in several time sub-series that refer to
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short, medium and long term stockbroking horizon choice. The investment risk was then assessed
by computing the standard deviation of the normalized variability time series.
The salience analysis has also been applied to financial data in [Van12] to analyze the information
diffusion impact on stock price dynamics. The stock price time series is the result of two phenomena
: the incorporation of information in the stock’s valuation and noise (i.e. non-information related
changes in price). The objectives were to describe the process in stock price changes due to new
information release. Salience analysis as well as empirical mode decomposition have been used to
identify the discrete events in high frequency intraday stock price data.
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The study concerns the analysis of vocal cycle length perturbations in
normophonic and dysphonic speakers.

A method for tracking cycle lengths in voiced speech is proposed. The
speech cycles are detected via the saliences of the speech signal samples,
defined as the length of the temporal interval over which a sample is a maximum.
The tracking of the cycle lengths is based on a dynamic programming algorithm
that does not request that the signal is locally periodic and the average period
length known a priori.

The method is validated on a corpus of synthetic stimuli. The results show a
good agreement between the extracted and the synthetic reference length time
series. The method is able to track accurately low-frequency modulations and
fast cycle-to-cycle perturbations of up to 10% and 4% respectively over the whole
range of vocal frequencies. Robustness with regard to the background noise has
also been tested. The results indicate that the tracking is reliable for signal-to-noise
ratios higher than 15dB.

A method for analyzing the size of the cycle length perturbations as well
as their frequency is proposed. The cycle length time series is decomposed
into a sum of oscillating components by empirical mode decomposition the
instantaneous envelopes and frequencies of which are obtained via AM-FM
decomposition. Based on their average instantaneous frequencies, the empirical
modes are then assigned to four categories (declination, physiological tremor,
neurological tremor as well as cycle length jitter) and added within each. The
within-category size of the cycle length perturbations is estimated via the standard
deviation of the empirical mode sum divided by the average cycle length. The
neurological tremor modulation frequency and bandwidth are obtained via the
instantaneous frequencies and amplitudes of empirical modes in the neurological
tremor category and summarized via a weighted instantaneous frequency
probability density, compensating for the effects of mode mixing.

The method is applied to two corpora of vowels comprising 123 and 74 control
and 456 and 205 Parkinson speaker recordings respectively. The results indicate
that the neurological tremor modulation depth is statistically significantly higher for
female Parkinson speakers than for female control speakers. Neurological tremor
frequency differs statistically significantly between male and female speakers and
increases statistically significantly for the pooled Parkinson speakers compared to
the pooled control speakers. Finally, the average vocal frequency increases for
male Parkinson speakers and decreases for female Parkinson speakers, compared
to the control speakers.
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