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Abstract

Rumination is known to be a predominantly verbal process and has been proposed to be
considered as such as a dysfunctional form of inner speech (i.e., the silent production
of words in one’s mind). On the other hand, research on the psychophysiology of inner

speech revealed that the neural processes involved in overt and covert speech tend to be very
similar. This is coherent with the idea that some forms of inner speech could be considered as
a kind of simulation of overt speech, in the same way as imagined actions can be considered
as the result of a simulation of the corresponding overt action (e.g., walking and imagined
walking). In other words, the motor simulation hypothesis suggests that the speech motor
system should be involved as well during inner speech production. The corollary hypothesis
might be drawn, according to which the production of inner speech (and rumination) should
be disrupted by a disruption of the speech motor system. We conducted a series of five studies
aiming to probe the role of the speech motor system in rumination. Overall, our results
highlight that although verbal rumination may be considered as a form of inner speech,
it might not specifically involve the speech motor system. More precisely, we argue that
rumination might be considered as a particularly strongly condensed form of inner speech
that does not systematically involve fully specified articulatory features. We discuss these
findings in relation to the habit-goal framework of depressive rumination and we discuss the
implications of these findings for theories of inner speech production.

Key-words: rumination; inner speech; motor imagery; electromyography; articulatory
suppression
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Résumé

Les ruminations mentales sont majoritairement exprimées sous forme verbale et il a
été proposé de les considérer, par conséquent, comme une forme dysfonctionnelle de
parole intérieure (i.e., production mentale de parole). D’autre part, les recherches sur la

psychophysiologie de la parole intérieure ont révélé que les processus neuronaux impliqués
dans la parole à voix haute et dans la parole intérieure sont similaires. Ces observations sont
cohérentes avec l’idée que certaines formes de parole intérieure pourraient être considérées
comme une forme de simulation de la parole à voix haute, de la même manière que certaines
actions imaginées peuvent être considérées comme le résultat d’une simulation de l’action
correspondante (par exemple, marcher et s’imaginer en train de marcher). En d’autres termes,
l’hypothèse de la simulation motrice suggère que le système moteur de la parole devrait
également être impliqué lors de la production de parole intérieure. L’hypothèse corollaire peut
être formulée, selon laquelle la production de parole intérieure (et de ruminations) devrait être
perturbée par une perturbation du système moteur de la parole. Nous avons mené une série
de cinq études visant à sonder le rôle du système moteur de la parole dans les ruminations.
Dans l’ensemble, nos résultats soulignent que, bien que la rumination verbale puisse être
considérée comme une forme de parole intérieure, elle ne semble pas recruter spécifiquement
le système moteur de la parole. Plus précisément, nous soutenons que la rumination peut
être considérée comme une forme de parole intérieure particulièrement condensée, qui
s’exprimerait sous la forme d’une représentation phonologique, et dont les traits articulatoires
ne seraient pas complètements spécifiés. Nous faisons le lien entre ces résultats et l’hypothèse
théorique du cadre “habitude-but” de la rumination dépressive et nous discutons de leurs
implications pour les théories de la production de parole intérieure.

Mots-clés: ruminations; parole intérieure; imagerie motrice; électromyographie;
suppression articulatoire
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Overzicht

Ruminatie is een overwegend verbaal proces dat beschouwd kan worden als een
disfunctionele vorm van innerlijke spraak. Uit onderzoek naar de psychofysiologie van
innerlijke spraak blijkt dat de neurale processen die betrokken zijn bij openlijke spraak

en innerlijke spraak sterke gelijkenissen vertonen. Dit is in lijn met het idee dat sommige
vormen van innerlijke spraak beschouwd kunnen worden als een simulatie van openlijke
spraak, net zoals ingebeelde acties kunnen worden beschouwd als het resultaat van een
simulatie van de bijhorendemotorische actie (bijvoorbeeldwandelen en de gedachte hieraan).
Met andere woorden, de motorsimulatiehypothese suggereert dat het spraakmotorsysteem
ook geactiveerdwordt bij de productie van innerlijke spraak. Hieruit volgend kan de hypothese
gesteld worden dat het induceren van verstoringen in het spraakmotorische systeem zal leiden
tot verstoorde productie van innerlijke spraak waaronder ruminatie. Over vijf studies heen
brachten we de rol van het spraakmotorsysteem bij ruminatie in kaart. Onze bevindingen
tonen aan dat, ondanks het feit dat verbale ruminatie beschouwd kan worden als een vorm
van innerlijke spraak, dit niet specifiek berust op het spraakmotorsysteem. Een mogelijke
verklaring hiervoor is dat ruminatie een bijzondere vorm van innerlijke spraak representeert
waarbij er nog geen sprake is van articulatie. Deze bevindingen worden besproken in relatie
tot het habit-goal framework van depressieve ruminatie, waarbij we bijzondere aandacht
spenderen aan de implicaties van onze bevindingen voor theorievorming rond de productie
van innerlijke spraak.

Trefworden: ruminatie; innerlijke spraak; motorische beelden; electromyografie;
articulatoire onderdrukking
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by Univ. Grenoble Alpes (previously UPMF). The present thesis is presented as a

collection of eight chapters, with two introductory chapters, five experimental chapters and
a final discussion chapter. The underlying code as well as an online version of this thesis is
available at: https://github.com/lnalborczyk/phd_thesis.
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”Inner speech is nothing but speech to oneself”

Sokolov, A. N. (1972)

As you read these words, you might notice the presence of an inner voice. This
phenomenon, albeit occurring on a daily basis, usually remains unnoticed until we pay
attention to it. However, if I ask you to focus on that little voice while reading these lines,

youwould perhaps be able to provide a relatively fine-graineddescription of this phenomenon.
Whose voice is it? Is it yours? Is it gendered? It is often possible to examine these aspects as
well as lower-level features such as the tone, pitch, tempo, or virtually any sensory aspect of
this voice. The phenomenological observations we can make about our inner voice reveal that
inner speech is (or can be) accompanied by sensory percepts (e.g., speech sounds, kinaesthetic
feelings). It thus raises another set of fascinating questions about the origin and nature of
inner speech percepts. Where do these percepts come from? Why do they look like the one
we experience when we speak overtly?

This first set of questions refer to the nature of inner speech, that is, to what it is.
In the present work, we are mostly concerned with these questions. Another set of issues
revolve around the question of the functions of inner speech, that is, what it is for. The
influential Vygotskian theory of inner speech development suggests that inner speech evolved
from so-called egocentric speech (i.e., self-addressed overt speech or private speech) during
childhood. As such, for the present purpose, in the same line as Fernyhough (2004) or
Alderson-Day&Fernyhough (2015), we assume that the functions of inner speech are inherited
from those of egocentric speech via a process of progressive internalisation. The specific
features of this internalisation process are worthy of investigation on their own (and we briefly
discuss them later on). However, we are mostly interested here in the what is (i.e., the nature)
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question. Thus, we will only sparsely address the question of the functions of inner speech.
That being said, a lot can be learned about inner speech by looking at situations in which

these functions deviate from their original trajectory. These dysfunctions are instances of inner
speechwhere its (functional or adaptive) functions, such as problem-solving, self-regulation or
planning do not work as intended. These dysfunctional instances of inner speech may include
auditory verbal hallucinations (AVHs; for a detailed investigation of the relation between inner
speech and AVHs, see Rapin, 2011), where the sense of agency (i.e., feeling who the author of
the internal speech is) is impaired, or repetitive negative thinking such as worry or rumination,
where the ability to control (or to disengage from) negative thoughts is impaired. In the present
work, we investigate (some of) the psychophysiological correlates of rumination, starting with
the theoretical assumption that rumination can be considered as a form of inner speech.
Therefore, we study rumination as we would study inner speech, with the potential of refining
our understanding of both rumination and inner speech.

Rumination is implicated in the development and maintenance of several psychiatric
disorders such as depression or anxiety. For instance, rumination has been shown to be
associated with the development, severity and maintenance of depressive episodes (e.g.,
Treynor, Gonzalez, & Nolen-Hoeksema, 2003; Nolen-Hoeksema, 2000; Nolen-Hoeksema,
Wisco, & Lyubomirsky, 2008). Given the central role of rumination in depression and the
societal importance of depression (both in terms of lifetime prevalence and associated costs),
rumination has been considered a key target in modern cognitive and behavioural therapies
(e.g., Watkins, 2016). However, although rumination has mainly been studied in the framework
of depression and anxiety, it has been suggested to be a key process in many other disorders
(e.g., Baeyens, Kornacka, & Douilliez, 2012; Ehring & Watkins, 2008; Watkins, 2008). Thus,
rumination can generally be understood as a transdiagnostic process (i.e., a process that is not
specific to a single disorder).

In this first chapter, we briefly review themain theoretical frameworks inwhich rumination
has been studied. We then review the historical and contemporary accounts of inner speech
and suggest how rumination can be considered and studied as a form of inner speech. We then
broaden the discussion by considering the analogy between inner speech and themore general
phenomenon of motor imagery. Finally, we discuss how electromyography can be used (and
has been used) to investigate covert actions (including inner speech), before moving to a brief
introduction to the technical aspects of the present work (cf. Chapter 2).

1.1 Rumination: theories andmeasures

1.1.1 Theoretical perspectives on rumination

It is intuitively straightforward tounderstandhowthemental rehearsingofnegative content
might impair cognitive functioning and worsen negative affects. Repetitively thinking about
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why you were unable to solve that sudoku during breakfast might lead to sustained negative
affects throughout the day. However, research on rumination suggests that the process of
thinking (i.e., howwe think) about a certain content rather than the content of the thought (i.e.,
what we think about) is a more accurate predictor of the cognitive and affective consequences
of repetitive negative thinking. Accordingly, rumination is described as a repetitive and passive
thinking process that is focused on negative content. Whereas this definition is general
enough to encompass several conceptualisations of rumination, it does not tell much about its
functions ormechanisms. In this section,we review themost important theoreticalmodels that
have been proposed to explain the origin and the role of rumination in psychopathology.Wedo
not aim to provide an exhaustive review of the existing theoretical perspectives on rumination.
Instead, we refer the reader to more extensive work (e.g., reviews or books) when appropriate.

One of the most prolific model of rumination is the response styles theory
(Nolen-Hoeksema, 1991). This theory was developed to explain the relation between
rumination and depression, as well as to account for gender differences in the way individuals
respond to negative affects. Indeed, it has been suggested that female individuals would be
more likely to ruminate in response to negative affects whereas male individuals would be
more likely to distract themselves. The tendency for female individuals to ruminate more than
male individuals has been confirmed and quantified in a recent meta-analysis (Johnson &
Whisman, 2013). According to the response styles theory, rumination consists of repetitive
and passively thinking about the possible causes and consequences of negative affects.
Thus, rumination is conceptualised as a mode of response to negative affects. Importantly,
rumination is defined as an unconstructive thinking process, that is, a mode of thinking that
does not lead to active problem-solving. Rather, rumination is thought to lead to a fixation on
the problems and the feelings evoked by these problems.

The response styles theory suggests that rumination exacerbates and prolongs distress
(including depression) through four main mechanisms (as reviewed in Nolen-Hoeksema
et al., 2008). First, rumination has been suggested to “enhance” the effects of negative
mood on cognition. This mechanism has been confirmed in experimental settings where
rumination is induced and compared to distraction (e.g., following the rumination induction
procedure developed in Nolen-Hoeksema & Morrow, 1993). In these experimental settings,
rumination has been shown to be associated with a negativity bias (i.e., a tendency toward
negative interpretations) and to increase the recall of negative autobiographical memories
(e.g., Lyubomirsky & Nolen-Hoeksema, 1995; Lyubomirsky, Caldwell, & Nolen-Hoeksema,
1998; Watkins & Teasdale, 2001). Second, rumination has been suggested to interfere
with problem-solving abilities. This has been observed in both dysphoric1 participants
(e.g., Lyubomirsky & Nolen-Hoeksema, 1995) and clinically depressed participants (e.g.,
E. R. Watkins & Moulds, 2005). Third, rumination might also interfere with motivation

1In the context of depression, dysphoria is usually defined as a preclinical state of general dissatisfaction or
discomfort. In the DSM-V, dysphoria (or dysphoric mood) is defined “a condition in which a person experiences
intense feelings of depression, discontent, and in some cases indifference to the world around them.”
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and instrumental behaviour. More precisely, one study has shown that whereas dysphoric
ruminators recognise that some activitiesmight be beneficial for theirmood, they are unwilling
to engage in them (Lyubomirsky & Nolen-Hoeksema, 1993). Finally, rumination has been
suggested to erode social support. For instance, Nolen-Hoeksema & Davis (1999) have shown
that although chronic ruminatorsweremore likely to reachout for social support, they reported
less emotional support from others. According to the response styles theory, rumination is
therefore maladaptive in that it worsens negative affects. In the first formulation of this theory,
the adaptive alternative to rumination was thought to be distraction, during which the focus of
attention is directed away from distress (e.g., by engaging in distractive activities such as sport
or group activities). However, the adaptive status of distraction is still a matter of debate (for
review, see Nolen-Hoeksema et al., 2008).

Trapnell & Campbell (1999) later attempted to distinguish different forms of rumination
based on their outcome. They suggested to make a distinction between rumination and
intellectual self-reflection. Whereas the later construct is supposed to reflect a more adaptive
component of the self-reflective process, empirical data on that question is not conclusive
(Nolen-Hoeksema et al., 2008). Treynor et al. (2003) have suggested, based on a reanalysis
of the ruminative response scale (a rumination questionnaire discussed in the next section),
that two components of rumination could be distinguished. More precisely, they obtained two
factors coined as brooding and reflective pondering. Brooding refers tomore negative aspects of
self-reflection and a focus on abstract questions such as “Why do I always react the way I do?”
and is positively correlated with depression. Pondering refers to a more general self-reflective
process, which might be more related to problem-solving abilities. However, pondering has
also been show to be positively correlated with depression concurrently (but to be negatively
correlated to depression longitudinally, Treynor et al., 2003).

In another line, self-regulation theories (Carver & Scheier, 1998; Martin & Tesser, 1996)
suggest that rumination is triggered by perceived discrepancies between one’s current state
and a desired goal or state. For instance, if a researcher has the goal of publishing her research
in a prestigious academic journal but has virulent discussions with reviewer #2, she is likely
to focus on and to repetitively think about the discrepancy between her goal (publishing the
paper) and her current state (having endless discussions with a critical peer). In that situation,
the self-focused thinkingmight end eitherwhen the researcher acts in the direction of reducing
the discrepancy between the situation and the goal (e.g., by complying with the reviewer’s
requests) or by giving up on her initial goal. In any case, self-focused thinking would therefore
be instrumental, in the sense that it would help to resolve the discrepancy. However, the
researcher might also continue to focus on the discrepancies between her desired state and
the current state in a passive way. In that situation, the discrepancy might persist and she
might experience negative affects. Thus, self-regulation theories suggest that rumination can
be either adaptive or maladaptive. In brief, rumination is adaptive when it leads to (efficient)
problem-solving but is maladaptive when it does not lead to (efficient) problem-solving.
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Another attempt to distinguish different types of rumination according to their outcome
has been developed by Edward Watkins and colleagues, building upon Teasdale (1999)’s
work on emotional processing modes. The theory of processing mode (Watkins, 2004, 2008)
makes a distinction between two types of rumination. The first type of rumination involves
abstract and evaluative thoughts about oneself (e.g., thinking about the causes, meanings
and consequences of). The second type of rumination involves non-evaluative and concrete
thoughts about present experiences (e.g., focusing on the experience of). A number of studies
have confirmed that different forms of rumination might be distinguished according to their
adaptive or maladaptive outcomes (for review, see Watkins, 2008). These results (amongst
others) constitute the theoretical basis upon which rumination-focused therapies have been
developed (e.g., Watkins, 2015, 2016).

So far, we have defined rumination as either a trait, a stable and habitual mode of
response (response styles theory), or as momentary thoughts that are triggered by goal-state
discrepancies (self-regulation theories). In other words, the former explains how rumination
can be considered as a stable mode of response whereas the later explains how rumination
might start. However, there has been a few attempts to integrate these two views in a
common framework. One promising integrative approach has been proposed in the form of
the habit-goal framework of depressive rumination (Watkins & Nolen-Hoeksema, 2014). This
framework is built on the idea that rumination could be explicitly considered as a mental
habit (Hertel, 2004). In classical conditioning and learning theories, a stimulus-response
habit is formed when a response is repetitively associated with a stimulus (and when this
association is reinforced). An important aspect of habits is their automaticity and the lack
of awareness attached to them. Indeed, habitual responses are evoked “automatically” (i.e.,
without conscious effort) by contextual cues. Moreover, as habits are usually slow to learn,
they are also slow to unlearn (i.e., they are relatively stable over time). The habit-goal
framework considers rumination as a form of habitual response to goal-state discrepancies
that occur frequently and repetitively in the same emotional context (i.e., depressed mood).
Therefore, this framework permits to explain how rumination, while being originally triggered
by state-goal discrepancies, might become independent of these goals through repetition.
After learning, rumination might simply be “evoked” by contextual cues (e.g., negative mood).
This would partially explain why rumination, as a habitual response, is particularly difficult to
interrupt. This view of rumination also has implications for rumination-focused therapies (see
discussion in Watkins & Nolen-Hoeksema, 2014).

Another line of research is interested in the cognitive correlates of the deficits and biases
associated with rumination (e.g., Joormann & Gotlib, 2010; Koster, De Lissnyder, Derakshan,
& De Raedt, 2011). One of the central feature of rumination is its perseverative nature (Mor
& Daches, 2015). As suggested by Christoff, Irving, Fox, Spreng, & Andrews-Hanna (2016),
rumination and other forms of thoughts can be considered in a common conceptual space
(see Figure 1.1). This space is built upon two dimensions: the deliberate constraints dimension
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and the automatic constraints one. These dimensions represent two general mechanisms that
allow constraining the contents of mental states and the transitions between them. The first
constraint correspond to a deliberate process and is implemented through cognitive control
(Miller, 2000).2 The second constraint is referring to more automatic processes like sensory
afferences (e.g., visual or auditory saliency). In this framework, rumination is characterised
by the highest level of automatic constraints and is spread all along the deliberate constraints
dimension. In other words, rumination is characterised by a strong automaticity, which is is
coherent with the mental habit view of rumination discussed in the previous section.
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Dreaming Mind-
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Creative
thinking

Rumination and obsessive thought

Goal-directed 
thought

Spontaneous thought

Thought
A mental state, or a sequence 
of mental states, including the 
transitions that lead to each 
state.

Mental state
A transient cognitive or 
emotional state of the organism 
that can be described in terms 
of its contents (what the state is 
‘about’) and the relation that 
the subject bears to the 
contents (for example, 
perceiving, believing, fearing, 
imagining or remembering).

Task-unrelated thoughts
Thoughts with contents that 
are unrelated to what the 
person having those thoughts 
is currently doing.

Daydreaming
Thinking that is 
characteristically fanciful (that 
is, divorced from physical or 
social reality); it can either be 
spontaneous, as in fanciful 
mind-wandering, or 
constrained, as during 
deliberately fantasizing about  
a topic.

This definition has been implicitly or explicitly 
endorsed by most of the empirical investigations on 
mind-wandering so far26. Although it has generated a 
wealth of empirical findings about task-unrelated and 
stimulus-independent thought, this content-based 
definition fails to capture what is arguably the key fea-
ture of mind-wandering27,28, reflected in the term itself: 
to wander means to “move hither and thither without 
fixed course or certain aim” (REF. 29).

To say that one’s mental states are task unrelated or 
stimulus independent tells us nothing about how such 
states arise or change over time27. Only once we consider 
the dynamics of thought are we able to make crucial dis-
tinctions between different types of thought. One such 
distinction is between rumination and mind-wandering. 
Rumination is sometimes viewed as negatively valenced 
mind-wandering20 (or mind-wandering gone awry). 
In one way, this makes sense: both mind-wandering 
and rumination tend to be stimulus independent and 
unrelated to the current task (that is, what the subject 
is currently doing)21,30. However, when we consider the 
dynamics of thought, mind-wandering and rumination 
seem antithetical: although thoughts during mind- 
wandering are free to ‘move hither and thither’, thoughts 
during rumination tend to remain fixed on a single 
theme or topic27. Furthermore, the content-based view of 
mind-wandering relies on a relatively narrow definition 
of the term ‘task’ as being confined to the goals of the 
current experiment. However, if we define the term task 
more broadly to also include one’s personal concerns (for 
example, completing an essay by the end of the week), 
then mind-wandering is often task related because spon-
taneously occurring thoughts often reflect personal goals 
and concerns19,27,31,32.

Spontaneous thought: a definition
Here, we define spontaneous thought as a mental state, 
or a sequence of mental states, that arises relatively freely 
due to an absence of strong constraints on the contents 
of each state and on the transitions from one mental state 
to another. We propose that there are two general ways 
in which the content of mental states, and the transitions 
between them, can be constrained (FIG. 1). One type of 
constraint is flexible and deliberate26, and implemented 
through cognitive control33,34. For example, we can deliber-
ately maintain our attention on a dry and boring lecture, 
bringing our thoughts back to the lecture whenever they 
begin to stray. Another type of constraint is automatic in 
nature. Automatic constraints can be thought of as a fam-
ily of mechanisms that operate outside of cognitive con-
trol to hold attention on a restricted set of information27. 
Affective salience35–37 and sensory salience38 can both act as 
sources of automatic constraints. Despite our efforts, for 
example, we may find ourselves unable to disengage our 
attention from a fly buzzing in a quiet library or from a 
preoccupying emotional concern.

Within our framework, mind-wandering can be 
defined as a special case of spontaneous thought that 
tends to be more-deliberately constrained than dream-
ing, but less-deliberately constrained than creative 
thinking and goal-directed thought39 (BOX 1; FIG. 1). In 
addition, mind-wandering can be clearly distinguished 
from rumination and other types of thought that are 
marked by a high degree of automatic constraints, such 
as obsessive thought.

Recent advances have begun to reveal the neural 
underpinnings of spontaneous thought and mind- 
wandering. We review these advances through the lens 
of our framework, which explains the contrast between 
spontaneous and constrained thought in terms of the 
dynamic interactions between large-scale brain net-
works. Using this framework, we also discuss a number 
of clinical conditions that are marked by excessive varia-
bility or excessive stability of thought and the way mental 
states change over time.

Brain networks and their interactions
Among brain networks that are currently recognized 
in cognitive neuroscience, the DN (FIG. 2a) is most fre-
quently brought up in relation to mind-wandering and 
spontaneous thought. The DN was originally identified7,8 
as a set of regions that are consistently deactivated across 
a range of externally oriented experimental tasks. This 
network has been linked to spontaneously occurring, 
internally oriented mental processes22,23,40. However, DN 
recruitment is not specific to spontaneous cognition: it 
is also consistently observed during internally oriented, 
but deliberate, goal-directed tasks, including episodic 
memory retrieval, autobiographical future thinking  
and mentalizing41–44.

The DN is composed of several functionally distinct 
subsystems45 (FIG. 2a). The core DN subsystem (DNCORE) 
is characterized by its hub-like properties and its con-
tributions to internally oriented cognition45. The second 
DN subsystem is centred around the medial temporal 
lobe (MTL) and is known for its roles in memory and 

Figure 1 | Conceptual space relating different types of thought. Deliberate and 
automatic constraints serve to limit the contents of thought and how these contents 
change over time. Deliberate constraints are implemented through cognitive control, 
whereas automatic constraints can be considered as a family of mechanisms that operate 
outside of cognitive control, including sensory or affective salience. Generally speaking, 
deliberate constraints are minimal during dreaming, tend to increase somewhat during 
mind-wandering, increase further during creative thinking and are strongest during 
goal-directed thought39. There is a range of low-to-medium level of automatic 
constraints that can occur during dreaming, mind-wandering and creative thinking, but 
thought ceases to be spontaneous at the strongest levels of automatic constraint, such as 
during rumination or obsessive thought.
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Figure 1.1.Conceptual spaceofdifferent typesof thought according todeliberate andautomatic
constraints (Figure from Christoff et al., 2016).

Accordingly, cognitive theories of rumination have tried to describe the cognitive
mechanisms that are associated with rumination and its perseverative nature. These
approaches try to answer questions such as: What are the cognitive underpinnings of the
tendency to ruminate? What kind of cognitive biases does rumination cause? To answer
these questions, the cognitive control processes that are the most often investigated in
relation to depression (and rumination) are the ability of i) inhibiting irrelevant content or a
prepotent answer, ii) shifting between tasks and iii) updating current workingmemory content
(for reviews, see Mor & Daches, 2015; Grahek, Everaert, Krebs, & Koster, 2018; LeMoult &
Gotlib, 2019). Linville (1996) first suggested that deficits in attention inhibition may underlie
rumination. This proposition was later confirmed and refined by Joorman and colleagues (e.g.,
Joormann & Gotlib, 2010; Joormann & Vanderlind, 2014; Joormann, Yoon, & Zetsche, 2007),
who have shown that rumination is associated with biases in multiple inhibitory processes.
They have shown that rumination is associated with inhibition deficits with mood-congruent
(i.e., negative) material. More precisely, they proposed that rumination is associated with
a decreased ability to limit the access of irrelevant negative information (inhibition) and

2Cognitive control refers to a set of mental processes allowing flexible adaptation of cognition and behaviour
in accordance toone’s current goals (Braver, 2012; Friedman&Miyake, 2017).Weuse the termsof cognitive control,
executive control or executive functions in an interchangeable manner.
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to discard negative irrelevant information (updating). Koster et al. (2011) proposed that
rumination would be the result of a combination of impaired conflict signalling and impaired
attentional control. A conflict usually emerges when self-evaluative negative thinking is cued
by internal or external stressors and conflicts with an individual’s goals. According to this
model, it is an impaired conflict signalling and an impaired ability to disengage attention
from self-relevant negative information that explains prolonged ruminative thinking. This
idea has been since corroborated by experimental works showing that difficulty disengaging
attention was associated with rumination (e.g., Grafton, Southworth, Watkins, & MacLeod,
2016; Southworth, Grafton,MacLeod, &Watkins, 2017) and by a recentmeta-analysis (Zetsche,
Bürkner, & Schulze, 2018).

Another viewon the relationbetweencognitive control and ruminationhasbeendeveloped
by Whitmer & Gotlib (2013) and is known as the attentional scope model of rumination. In this
framework, negative mood would “facilitate” rumination by narrowing the scope of attention.
A narrowed scope of attention would limit the number of available thoughts and reduce the
ability to inhibit irrelevant information or to switch to other information. In contrast, a broader
attentional scope (e.g., causedbypositivemood)would increase the arrayof available thoughts.
Although some studies indeed found a narrower attentional breadth following a rumination
induction (e.g., Grol, Hertel, Koster, & De Raedt, 2015), it is not clear whether attentional
breadth is causally involved in ruminative thinking. For instance, Fang et al. (2018) failed to
obtain transfer effects following a visual attentional breadth training.

Overall, a large number of studies has demonstrated that cognitive control abilities are
impaired in individuals with a strong propensity to ruminate (trait rumination) or following
a rumination induction (state rumination). For instance, Davis & Nolen-Hoeksema (2000)
showed that ruminators (in comparison with non-ruminators) committed more errors in the
Wisconsin card sorting task, highlighting a lack of cognitive flexibility in ruminators. Another
study using a mixed antisaccade task showed an impaired inhibition but intact switching
abilities in ruminators (De Lissnyder, Derakshan, De Raedt, & Koster, 2011). Using the Stroop
task, Philippot & Brutoux (2008) observed that rumination was associated with impaired
inhibition.Moreover, recent results suggest that training inhibitionmight reduce the negativity
bias and state rumination (e.g.,Daches&Mor, 2014;Daches,Mor,&Hertel, 2019). Experimental
work also demonstrated that difficulties in shifting between different tasks was associated
with higher levels of rumination (particularly brooding) in both depressed and nonclinical
participants (for reviews, see Koster, Hoorelbeke, Onraedt, Owens, &Derakshan, 2017; LeMoult
& Gotlib, 2019; Mor & Daches, 2015; Whitmer & Gotlib, 2013).

Studies using cognitive bias modification also permit to experimentally manipulate
information-processing biases to assess their effect on mood and behaviour. For instance,
Siegle, Ghinassi, & Thase (2007) showed that participants who received six sessions of
cognitive control training (the attention control training and thepaced auditory serial attention
task, Wells, 2000; Gronwall, 1977) presented reduced levels of rumination after the training.
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Hoorelbeke & Koster (2017) confirmed this finding by showing that an internet-delivered
training of ten sessions led to reduced levels of rumination and depressive symptoms after
the training in remitted depressed patients (for a review of cognitive control interventions for
depression, see Koster et al., 2017).

In brief and as summarised by van Vugt, van der Velde, & ESM-MERGE Investigators (2018),
the cognitive approaches of rumination can be said to be divided into three (non-exclusive)
classes. These approaches consider rumination i) as arising from a bias toward negatively
valenced information (e.g.,Whitmer &Gotlib, 2013), ii) as arising fromdifficulties in discarding
or disengaging from negative and self-relevant information (e.g., Koster et al., 2011; Joormann
& Vanderlind, 2014), or iii) as a “habit of thoughts” defined by specific pattern of memory
associations (e.g., Cramer et al., 2016). Following the later conception, van Vugt et al. (2018)
developed a computational model of rumination implementing the idea that rumination can
be considered a maladaptive habit of thought. They showed how rumination can result from
particular configurations of memory chunks and their associative structure. This model was
able to predict the decline in cognitive task performance observed in depressed patients.
Therefore, the computational approach in psychopathology and psychiatry might permit to
implement the cognitive models described previously and to make testable predictions about
cognitive tasks performance (see also Grahek, Shenhav, Musslick, Krebs, & Koster, 2019, for a
mechanistic approach of motivation and cognitive control in depression).

1.1.2 Measures of rumination

In the following, we make a distinction between measures aiming to assess the stable
tendency of individuals to engage in rumination (i.e., trait rumination) and measures aiming
to assess the presence, quality or intensity of momentary rumination (i.e., state rumination).
Likewise, we present and discuss several types of measures, from self-reported measures to
physiological measures. For each type of measure, we first present and discuss measures of
trait rumination before turning to measures of state rumination.

Rumination has traditionally been assessed through self-administered questionnaires. The
most commonly used measure of trait rumination is the Ruminative Response Scale (RRS)
of the Response Style Questionnaire (RSQ, Nolen-Hoeksema & Morrow, 1991). The RSQ is
an operationalisation of rumination as it was conceptualised in the response styles theory
(Nolen-Hoeksema, 1991). TheRRSconsists of 22 itemsdescribing responses todysphoricmood
that are self-focused, symptom-focused, and focused on the causes and consequences of one’s
mood. A short version of the scale containing ten items has been shown to be highly related
(r = .90) to the full version of the questionnaire (Nolen-Hoeksema & Jackson, 2001). However,
it has been argued that the RRS might contain overlapping items between rumination and
depression (Treynor et al., 2003). In response to these concerns, Treynor et al. (2003) removed
the ambiguous items from the original RRS and conducted a novel factor analysis. This analysis
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revealed two distinct components: brooding and reflective pondering (as discussed in the
previous section).

Based on Watkins (2008)’s distinction between constructive (concrete experiential
thinking) and unconstructive (abstract analytical thinking) forms of rumination described
previously, Barnard, Watkins, Mackintosh, & Nimmo-Smith (2007) developed the Cambridge
Exeter Repetitive Thought Scale (CERTS) to assess different facets of rumination. This
questionnaire contains 84 items arranged in three parts assessing i) the context of rumination,
ii) the self-evaluation of the functionality of rumination and iii) ruminative processes. The
short version of this questionnaire, the Mini-CERTS (Douilliez, Philippot, Heeren, Watkins,
& Barnard, 2012), contains 16 items extracted from the third part of the CERTS. These items
evaluate more specifically the two dimensions identified by Watkins (2008). Interestingly, the
concrete dimension of the Mini-CERTS appears to be related to the brooding dimension of the
RRS, whereas no relation was found between the concrete dimension of the Mini-CERTS and
other subscales from the RRS (Douilliez et al., 2012).

Several questionnaires have also been developed to assess the tendency to ruminate
(i.e., trait rumination) as a transdiagnostic process. This includes (amongst others) the
rumination-reflection questionnaire (Trapnell & Campbell, 1999), the repetitive thinking
questionnaire (McEvoy, Mahoney, & Moulds, 2010) or the perseverative thinking questionnaire
(Ehring et al., 2011). Several other measures have also been developed to assess more
specific forms of repetitive thoughts or processes related to ruminative thoughts such as
meta-cognitions, thought control or stress or sadness-reactive rumination (for a review of
existing measures of rumination, see Luminet, 2004).

Rumination can also be seen as a momentary response (state rumination). The effects
of state rumination are usually assessed in laboratory settings where rumination is induced
and compared to another (more adaptive) form of emotion regulation such as distraction
or problem-solving (for review, see Lyubomirsky, Layous, Chancellor, & Nelson, 2015). Some
measures have been developed to assess state rumination but usually in reaction to specific
events (e.g., stress-reactive, offence-reactive or sadness-reactive rumination). Moreover, until
recently, therewasno comprehensive and validatedmeasure of state rumination.Nevertheless,
the increasing use of the experience sampling methodology (Csikszentmihalyi & Larson, 1987)
to investigate rumination in a more naturalistic environment led to the development of
short scales that could be used quickly and repetitively throughout the day. For instance,
Moberly & Watkins (2008) operationnalised momentary ruminative thinking using two items.
The first item asked participants to rate the extent to which they were focused on their
symptoms, consistent with the conceptualisation of rumination of the response styles theory
(Nolen-Hoeksema, 1991). The second item asked participants to rate the extent to which they
were focused on their problems, consistent with self-regulation theories (Carver & Scheier,
1998; Martin & Tesser, 1996). Moberly & Watkins (2008) considered this two-item measure to
reflect “ruminative self-focus”, independently of current (negative) affects. These two items are
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rated on a scale from0 (not at all) to 7 (verymuch), fromwhich amean score is then computed.3

Very recently,Marchetti,Mor, Chiorri, &Koster (2018) developed theBrief State Rumination
Inventory (BSRI) to provide a more comprehensive and validated measure of state rumination.
They report two studies showing good reliability and validity of this scale in both its English and
Dutch version. This questionnaire is composed of eight Visual Analogue Scales (VASs) ranging
from “completely disagree” (numerically recoded as 0) to “totally agree” (numerically recoded
as 100). These items are then summed to provide an indicator of momentary rumination. The
BSRI is (to the best of our knowledge) the first validated full-length scale assessing momentary
rumination.

Overall, the validity of self-report measures is based on the hypothesis that individuals
have a reliable access to their internal states. However, we know self-reports increase
reconstruction biases (e.g., Brewer, 1986; Conway, 1990). Moreover, we know that individuals
usually have a low level of awareness of the cognitive processes that underlie their behaviours
(Nisbett & Wilson, 1977). To overcome these difficulties, some authors have attempted to
quantify state rumination and trait rumination more objectively, by recording physiological or
neuroanatomical correlates of rumination (for review, see Siegle & Thayer, 2003). Peripheral
physiological manifestations (e.g., pupil dilation, blood pressure, cardiac rhythm, cardiac
variability) have been examined during induced rumination or in association with trait
rumination. For instance, a consistent link between perseverative cognition and decreased
heart rate variability (HRV) was found in a meta-analysis conducted by Ottaviani et al. (2016).
They also observed apositive associationbetween (both trait and state) perseverative cognition
and increased heart rate, systolic blood pressure, diastolic blood pressure, and cortisol activity
(see also Zoccola & Dickerson, 2012, for a review of the relation between rumination and
cortisol).

With regards to state rumination, Vickers & Vogeltanz-Holm (2003) have observed an
increased systolic bloodpressure after rumination induction, suggesting the involvementof the
autonomic nervous system in rumination.Moreover, galvanic skin response has been shown to
be increased after a rumination induction in highly anxiouswomen (Sigmon,Dorhofer, Rohan,
& Boulard, 2000). According to Siegle & Thayer (2003), disrupted autonomic activity could
provide a reliable physiological correlate of rumination. In this vein, Key, Campbell, Bacon,
& Gerin (2008) have observed a diminution of the high-frequency component of heart rate
variability (HF-HRV) after rumination induction in people with a low tendency to ruminate
(see also Woody, McGeary, & Gibb, 2014). Moreover, Zoccola, Rabideau, Figueroa, & Woody
(2014) showed that the physiological consequences of rumination might depend on the level
of construal (i.e., abstract vs. concrete). More precisely, they showed that an induction of
abstract rumination led to lower blood pressure in comparison an induction of concrete
rumination. Woody, Smolak, Rabideau, Figueroa, & Zoccola (2015) further showed that the

3The exact items are not specified in Moberly & Watkins (2008). However, Huffziger, Ebner-Priemer, Koudela,
Reinhard, & Kuehner (2012) used a similar methodology and report the items they used, which were “At the
moment, I am thinking about my feelings” and “At the moment, I am thinking about my problems”.
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type of ruminative thought (imagery vs. verbal thought) was also associated with distinct
physiological outcomes. Theyobserved that verbal ruminative thoughts led to greater increases
in heart rate than ruminative thoughts in a visual imagery modality. This effect was moderated
by trait rumination and was only present in high ruminators.

In the present work, we used facial surface electromyography (in addition to self-reports)
to investigate the muscular correlates of induced rumination. Before turning to a presentation
of this experimental work however, we need to discuss why we think rumination can be
considered a form of inner speech and how inner speech (and therefore, by inclusion,
rumination) can be examined using surface electromyography.

1.1.3 On the verbal and sensory properties of rumination

One of the most salient features of rumination is that it is mostly expressed in a verbal
modality (Ehring & Watkins, 2008; Goldwin & Behar, 2012; Goldwin, Behar, & Sibrava, 2013;
McLaughlin, Borkovec, & Sibrava, 2007). In other words, while ruminating, we are mostly
talking to ourselves silently. However, rumination can also be experienced as visual imagery
(Goldwin & Behar, 2012; Newby & Moulds, 2012; Pearson, Brewin, Rhodes, & McCarron, 2008).
By “visual imagery” we refer to a process during which perceptual information is retrieved
from long-term memory, resulting in the experience of “seeing with the mind’s eye” (Ganis,
Thompson, & Kosslyn, 2004). Some authors have suggested that because rumination is usually
past-oriented, it should increase access to negative autobiographical memories (Lyubomirsky
et al., 1998). Moreover, because autobiographical memories are often experienced as visual
images, rumination should likewise includevisual features (Pearsonet al., 2008). Several studies
have obtained results that are consistent with this claim. Among a sample of patients who
were diagnosed as clinically depressed, a significant majority (94.7% and more than 70%)
reported that rumination combined verbal and sensory elements, amongwhich visual imagery
(Newby & Moulds, 2012; Pearson et al., 2008, respectively). When unselected individuals were
asked about the quality of their rumination directly while ruminating, 60.53% of them said
they had been experiencing verbal thoughts and 35.92% mental visual images (McLaughlin
et al., 2007). Another study comparing naturally occurring depressive and anxious thoughts
in a non-clinical sample, found that depressive thoughts involved more images than anxious
thoughts (Papageorgiou & Wells, 1999). In addition, a recent study demonstrated that a
considerable number of people experience depressive cognition in a visual form (Lawrence,
Haigh, Siegle, & Schwartz-Mette, 2018). Furthermore, this study showed that individuals with a
visual depressive cognitive style reported a similar amount of rumination as individuals with a
verbal style. Overall, the existing literature indicates that rumination can have visual features,
despite being predominantly verbal.

These observations about the quality of ruminative thoughts are consistent with those
concerning worry (e.g., Stöber, 1998; McLaughlin et al., 2007). Indeed the cognitive avoidance
theory (Sibrava & Borkovec, 2006) suggest that worry, as a primarily linguistic repetitive
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thought, can be considered an avoidance response whose goal is to restrain aversive images,
thus reducing somatic activation and emotion processing. Similarly, forming negative mental
visual images has been shown to lead to a greater increase in anxiety in comparison to forming
negative descriptive sentences (Holmes & Mathews, 2005). Taken together, these findings
suggest that different modalities of rumination could have different effects on individuals.
This idea is supported by studies showing the effectiveness of mental imagery in accessing
and modifying emotion in therapy (for an overview, see Hackmann & Holmes, 2004). Overall,
investigating the verbal and visual features of rumination could contribute to sharpen our
understanding of the ruminative processes and lead to better-adapted therapeutic strategies.

Someof the few studies specificallymanipulating verbal andvisual ruminationwere carried
outbyZoccola andcolleagues (Woodyet al., 2015; Zoccola et al., 2014). Theverbal or visual form
of rumination (ormentation type as these authors refer to it)was inducedbyplayingaudio tapes
that directed participants’ thoughts. Prompts were similar in both conditions, differing only in
the verbal/visual instruction (“Recall the speech task using words, phrases, and sentences.”
vs. “Recall the speech task using pictures and images.”). Participants were subsequently asked
to estimate the proportion of verbal thoughts and mental visual images. Importantly, it should
be noted that in none of the studies in which thinking modality was manipulated, did the
participants solely use one type of thought. Even though participants in the imagery group of
Zoccola et al. (2014) reported higher levels of mental images in comparison to the participants
in the verbal group, the later group also reported a certain level of mental imagery. This is in
line with studies showing that rumination includes both verbal and visual components (e.g.,
Goldwin & Behar, 2012; McLaughlin et al., 2007), implying that it is not exclusively experienced
in one modality. These results are substantiated by a recent study which has shown that
participants generate visual images both in caseswhere theywere told to visualise or to verbally
think, while they have strong verbal representations only when asked to verbally think (Amit,
Hoeflin, Hamzah, & Fedorenko, 2017). Amit et al. (2017) concluded that there is a difference in
volitional control of verbal and visual thinking and that people have better control over inner
speech than visual thought.

To sum up, although rumination might be expressed in different modalities, it is usually
expressed in a verbal form. Therefore, we suggest that verbal rumination migh be considered
as a form of inner speech. To understand what this assumption implies for the study of
rumination, we now turn to a brief historical overview of inner speech research. This historical
tour will allow us to introduce the experimental tools that have been used to investigate inner
speech throughout history. We will then present the main theoretical perspectives on inner
speech and discuss its analogies with the broader phenomenon of motor imagery.

14



1.2. WHAT IS THAT LITTLE VOICE INSIDE MY HEAD?

1.2 What is that little voice insidemy head?

To begin our investigation with a clear definition, when we use the term of “inner speech”,
we refer broadly to the activity of silently talking to oneself. Whereas the exact nature of inner
speech is still the matter of lively debates, Gregory (2017) lists some consensual properties of
inner speech, namely, that i) inner speech takes place in the mind, ii) an instance of inner
speech is a linguistic occurrence, iii) inner speech is episodic (i.e., it occurs at a given moment
in time), iv) an episode of inner speech involves mental imagery (may it be auditory, visual,
or kinaesthetic imagery), v) inner speech can be used in the service of working memory, vi)
inner speech does not necessarily (and often does not) take the form of complete grammatical
sentences (cf. our discussion of Vygotsky’s theory of inner speech development in section
1.2.1.2), vii) we do not have the same level of control upon our inner speech than upon our
overt speech (whereas it is easy to stop producing external speech, it can be quite arduous to
override inner speech).

Whereas many individuals produce inner speech on a daily basis to conduct inner
monologues or dialogues, to prepare or to remember conversations, this activity remains
nevertheless arduous to investigate in a controlled environment. Like most psychological
phenomena, the study of inner speech started with introspective observations (Lœvenbruck
et al., 2018; Morin, 2009; Perrone-Bertolotti, Rapin, Lachaux, Baciu, & Lœvenbruck, 2014). At
the end of the XIXth century and throughout the XXth century, experimental psychologists
gave a new look at inner speech through novel (neuro)physiological methods (we review these
findings later on). As a result of being both a multi-facetted phenomenon (inner speech can
be expressed in many forms or varieties) and being studied from different perspectives (from
philosophy to linguistics and neurosciences), the activity of inner speech has been given many
other names such as covert speech, subvocal speech, verbal thinking, implicit speech, internal
monologue, internal dialogue, endophasy, speech imagery, auditory verbal imagery, silent talk
or silent speech. This plethora of namesmight be explained by the variety of the activity in itself
but also by the relatively vague definition that is usually attached to it.

Indeed, as noted by Vygotsky (1934/2012), the term of inner speech has been used to
describe somehow different phenomena. More precisely, Vygotsky (1934/2012) suggested that
this term has initially been employed to refer to “verbal memory”, citing for example the “silent
recital of a poem known by heart” (p. 238). In that vein, Cardaillac (1830) earlier said: “la parole
intérieure n’est que le souvenir de la sensation que produit la parole extérieure” (as quoted
in Egger, 1881, p. 53).4 Accordingly, investigations of inner speech conducted throughout the
XIXth century mostly revolved around the question of finding how words were reproduced
in memory (either as auditory, visual or motor images). Under that view, inner speech is
thought to correspond to an “image” of actual (overt) speech and this position may be said
to correspond to the imagined speech view described in Gregory (2017).

4Which can be translated by “inner speech is only thememory of the sensation produced by external speech”.
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According to the second perspective listed by Vygotsky (1934/2012), inner speech could
be conceived as truncated overt speech, that is, “speech minus sounds” or “subvocal speech”
(Watson, 1919). For instance, in line with his reflexologist theory of thought, Sechenov
considered inner speech to be an inhibited (motor) reflex and wrote: “I never think directly
in words, but always instead in muscular sensation which accompany my thought in the form
of a conversation” (cited in Sokolov, 1972, p. 4). It should be noted however, as highlighted
by Sokolov (1972), that the behaviourist approach and the reflex approach differ in that the
former consider that inner speech “originate” from peripheral muscular activations, whereas
the later consider inner speech to result from central (cerebral) processes. According to that
latter perspective, the peripheral muscular activity recorded during imagined actions (or inner
speech) would be a side-effect of these central processes.5 In that view, inner speech is
considered as an actual speech (as overt speech is) and not to correspond to an “image” of
overt speech. This position may be said to correspond to the actual speech view described in
Gregory (2017).

According to Vygotsky (1934/2012), a third interpretation of inner speech would refer to
everything that “precedes the motor act of speaking”. In other words, inner speech would
include speech “motives” (or intentions) and the preverbal message that precedes speech
production. We will come back to that position briefly when mentioning psycholinguistic
models of speech production (e.g., Levelt, 1989) as well as the motor simulation model of
motor imagery (e.g., Jeannerod, 2006). However, for the purpose of the current section, we are
mostly concernedwith the first and second position, namely, the view of inner speech as either
imagined or actual speech.

In trying to separate these two views, Gregory (2017) first notes that, phenomenologically,
producing inner speech feels like speaking (albeit covertly), and not like imagining speaking.
Gregory then lists some further arguments in favour of the actual speech view: i) the embedding
argument : we can imagine producing inner speech, but we cannot imagine imagining
producing inner speech, therefore inner speech is actual speech (rather than imagined speech),
ii) the paralleled case argument : inner speech stands in the same relation to speech in a pretend
scenario as overt speech does, therefore, inner speech is also actual speech (for more details,
see Gregory, 2017, p. 40), iii) the continuity argument : inner speech sits on a continuum with
various kinds of external (and therefore actual) speech, iv) the precisification argument : the
imagined speech view leaves too many details unspecified (e.g., who is speaking? In what
context?), which is not the case of the actual speech view.

Although we will not directly assess the empirical arguments in favour of either the
imagined speech or the actual speech view of inner speech, we wanted to give the reader a
clear definition of what we mean by “inner speech” and to present the two main conceptions
about the nature of inner speech. We think these two conceptions and the arguments that

5Wewill commeback to this importantdistinction inmoredetails laterwhendiscussing the “centralismversus
peripheralism” debate.
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have been advanced in favour or against each view are important to keep in mind while
reviewing the empirical evidence on the topic. In the next section, we will briefly review the
historical development of ideas and methods used to describe inner speech, before turning
to a description of the developmental mechanisms of inner speech and to contemporary
neurocognitive models of inner speech production.

1.2.1 Historical overview of inner speech investigations

1.2.1.1 From introspection to experimental psychology

The question of the relation and intertwinement of thought and language is one of the
most enduring philosophical question. Most notable reflections can be traced back to Plato’s
Theaetetus, inwhich Plato defines thinking as “the conversationwhich the soul holdswith itself
in considering anything”. For Plato, the definition of thinking is taken to correspond to “word[s]
spoken in silence”. Sokolov (1972) notes that ancient thinkers, by noticing a relation between
thoughts and words, and between words and breathing, used to think that thoughts and words
originated in the lungs. For instance, Socrates, in Plato’s Phaedrus, said that “his chest is full
of thoughts” (as quoted in Sokolov, 1972, p. 14). In another context, by noting the progressive
internalisation of external speech into inner speech during normal development, Egger (1881)
wonders whether the phylogeny (the evolution of the species) followed this same course of
development. In support of that idea, Egger (1881), citingMaspero (1875), reports the existence
of an ancient Egyptian ideogram, representing a crouched man, with the right hand close to
the mouth. Egger (1881) explains that this ideogram was meant to represent undistinctly the
ideas of eating, drinking, screaming, talking, meditating, knowing or judging, suggesting that
thought, during the Egyptian Ancient Empire, was considered to be associated with the mouth
organ (p. 84).

Somehow consistently with that idea, Stricker (1880) reported (based on his own
introspections) that he was not able to mentally produce speech sounds without contracting
his articulators. He also reported not being able to produce two different speech sounds, or
to produce speech sounds that were incongruent with movement of the articulators. To give
a reproducible example of his intuition, Stricker (1880) suggested the following experiment:
open your mouth and try to pronounce a word including labials or dentals, such as “bubble”
or “toddle”. Ask yourself whether the image of the word (your inner speech) is clear or distinct?
According to Stricker, most people would find it very difficult to imagine cleary these words
with the mouth being open. Instead, the image of the work is rather imprecise and sounds like
wewere trying to produce (overtly) thewordwhile keeping themouth open. This sensationwas
already nicely described and analysed by Bain (1855):

“When we recall the impression of a word or sentence, if we do not speak it out, we
feel the twitter of the organs just about to come to that point. The articulating parts
–the larynx, the tongue, the lips,– are all sensibly excited; a suppressed articulation
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is in fact the material of our recollection, the intellectual manifestation, the idea of
speech.”

James (1890) then notes that Stricker, “Like most psychologists, however, […] makes of
his personal peculiarities a rule, and says that verbal thinking is normally and universally an
exclusively motor representation.” Indeed, Paulhan (1886) replied to Stricker that he was able
to produce overtly the phoneme /a/ while simultaneously being able to get and maintain the
mental image of any other vowel. He also reported that he was able to imagine the sound of
any vowel without motor actions or feelings (images). On a similar note, Egger (1881) believed
inner speech to exist independently of motor phenomena and to be based predominantly on
auditory representations. He noticed that although inner speech may be accompanied by vivid
auditory imagery, inner speech is also very different from overt (external) speech, with inner
speechbeingusually shorter and less grammatically structured thanovert speech (wewill come
back to that observation later when discussing the development of inner speech).

In an attempt to reconcile the view of Stricker (1880) for whom inner speech was purely
motor with the view of Paulhan (1886) and Egger (1881), Ballet (1886) suggested (as James,
1890), that these authors probably generalised to the population what they observed on
themselves. Ballet then asserted that the predominance of motor over sensory representations
(or the reverse) might be a question of individual differences. We might add that the relative
predominance of motor or sensory representations during inner speech might also be due
to individual differences in the phenomenological sensitivity to some specific representation
(some might be very acute in discriminating similar auditory images while not being able
to discriminate similar visual images) and to contextual differences.6 Nonetheless, for many
authors, this debate highlighted the limitations of the introspective method (e.g., Reed, 1916).
To be able to decide between different individual experiences and interpretations, some
researchers therefore tried to find more objective methods to assess inner speech, or as put
by Reed (1916), to go beyond introspection and to start looking for “the stamp of objective
certainty”. With this ambitious goal in mind, Reed (1916) described the apparatus he used to
examine tongue movements (see Figure 1.2). Reed then reported the results of an experiment
aiming to examine the involvement of inner speech (and speech motor processes) in thinking.

Reed (1916) observed that while reading, his participants were moving their tongue and
lips (and were sometimes whispering). These observations, in addition to the behaviourist
revolution in Psychology paved the way for new lines of research. The initial suggestion of
Watson (1913) that “thought processes are reallymotor habits in the larynx” led to a fruitful line
of research about the muscular bases and/or correlates of thought and inner speech. Sokolov
(1972) gives an overview of the experiments carried out at the beginning of the XXth century
in that perspective. For instance, Dodge (1896) anesthetised his lips and tongue and realised

6Indeed, it is plausible that the predominance of some sort of representation over other forms might be
contingent on contextual demands. In other words, depending on the task to be realised, the motoric and sensory
aspects of inner speech might be weighted differently.
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Figure 1.2. Figure 1 & 2 from Reed (1916) describing the apparatus used to record tongue
movements during thinking and inner speech.

that it did not have any impact on his inner speech. Curtis (1900) and Courten (1902) recorded
laryngeal movements using a pneumatic drum and a kymograph while their participants
recited verses or were reading. They observed that laryngeal movements were not always
present and depended on what was being read and/or produced, as well as on the “degree of
understanding” of the participant (for further references, see Sokolov, 1972, pp. 43–45).

Using a galvanometer and electrodes inserted in the tip of the tongue, in the cheek, or
under the lip, Jacobson (1931) recorded muscular action potential while participants were
asked to produce verbal content covertly (e.g., counting or reciting a poem), but not during
relaxation. Interestingly, Jacobson (1931) adds that “the series of vibrations during the mental
activity occur in patterns evidently corresponding with those present during actual speech.”
More precisely, the pattern of muscular of activity recorded during inner speech production
was similar to the pattern of muscular activity recorded during overt speech production, but of
lesser amplitude.

Throughout the present section, we briefly reviewed the history of ideas and methods used
to describe inner speech in the second part of the XIXth century and at the beginning of the
XXth century. In the next section, we make a brief pause in our historical tour to discuss the
developmental trajectory of inner speech. How and when do we (humans) acquire the ability
to talk to ourselves silently? Is it even acquired? To answer these questions, we will briefly
reviewVygotsky’s theory of inner speechdevelopment and someof itsmore recent refinements.
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Moreover, by examining how inner speech develops, we might gain new insights about the
characteristics of inner speech in the adult mind.

1.2.1.2 Interlude: the development of inner speech

The developmental course of inner speech was possibly the most investigated issue related
to inner speech in the first part of the XXth century. Among many, Watson, Piaget, Luria,
Leontiev, and most famously Vygotsky confronted this question. Watson (1919) suggested that
thought was rooted in (overt) speech, with maturation leading from speech to thought (where
thought is to be understood as a synonym to inner speech, in Watson’s terminology). This
hypothesis also applied to reading, with the novice reader reading overtly and progressively
shifting to silent reading. For Vygotsky, the study of inner speech in the mature (i.e., adult)
brain could only be understood from a developmental perspective. In the last chapter of his
book Thought and Language, Vygotsky analyses the relationship between thought and word in
the mature mind. The central idea of this chapter is stated as follows:

“The relationship between thought and language is not a thing, but a process,
a continual movement back and forth from thought to word and from word to
thought. Viewed in the light of a psychological analysis, this relation is a process
that passes through a series of phases and stages, during which its essential
features undergo changes that may be called development in the strict sense.
Of course, this is a functional development, not development in the sense of
aging; but the path traversed by thinking as a process from thought to word is
development nonetheless.”

Fundamentally, Vygostky believed that language was a psychological tool and that its
development during childhood interacts with the development of abstract thinking. Vygotsky
observed, as Piaget before him, that children tend to speak (aloud) to themselveswhile playing.
Piaget characterised this form of speech as “egocentric speech” because in this form of speech,
according to Piaget, the child does not try to take the perspective of the listener. Piaget
thought this form of speech to disappear at the age of seven or eight. In contrast, Vygotsky
thought that the so-called egocentric speech (or private speech) continues but that it becomes
more and more internalised, until reaching the status of “inner” speech. For Vygostky, this
internalisation process starts with social speech, that is speech addressed to others. During
development, this form of speech evolves to either communicative speech (speech addressed
to others) and so-called egocentric speech (speech addressed overtly to oneself). This form of
speech appears naturally in children in situations when they are being faced with a problem
to solve, but also in adults faced with difficult problems. This egocentric speech would then
became internalised, resulting in what we call inner speech. This led Vygostky to claim a
functional equivalencebetween egocentric speech and internal speech, the later resulting from
a progressive internalisation of the former.
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However and importantly, this internalisation process does not only entail a movement
from the outside to the inside but also entails a transformation of speech, or, as put by Vygotsky,
an “internal reconstruction of an external operation”. Therefore, for Vygostky, it follows that the
passage from inner speech to overt speech consists not in simply “vocalising” inner speech but
in restructuring inner speech (e.g., retrieving a syntax proper to overt speech, retrieving the
phonetic structure, etc). According to Vygotsky (1934/2012), inner speech is described by some
essential properties such as: i) abbreviation: the phonetic aspect is “diminished”, reduced: “In
inner speech we do not need to pronounce a word in its entirety. We understand, by virtue of
our very intention, what word we wanted to say […] Strictly speaking, inner speech is almost
wordless”, ii) predicativeness, “Psychologically, inner speech consists of predicates only”; “the
subject of our inner reason is always present in our thought”; it is always implicitly understood,
iii) it has a semantic structure of its own: predominance of sense over meaning,7 it is idiomatic,
agglutinationof semanticunits (severalwords canbe “merged” intoa singleword), and infusion
of sense into a word (a word in inner speech becomes “loaded” with more associations than in
conventional use).

Interestingly, Vygotsky rejected both the verbal memory view of inner speech (i.e., inner
speech is simply the retrieval of acoustic, optic or motor images of words) and the behaviourist
view of inner speech as merely a soundless form of external speech (à la Watson). For Vygotsy,
the most determining factors of inner speech are its semantic (psychological) features, as
expressed by his famous dictum: Thought is not expressed in words; it comes into existence
through them.

More recently, Fernyhough (2004) proposed an extension of Vygotsky’s three-level model
of inner speech development (i.e., external speech, egocentric speech, inner speech) to
a four-level model, from external dialogue to private speech, expanded inner speech and
condensed inner speech (see Figure 1.3). Fernyhough (2004) notes that this model describes
stages in the development of inner speech (during childhood) but also movements “between
the levels at any given point in time”. Indeed, it is possible to “move” between levels
under certain conditions. For instance, in cognitively demanding conditions, we can observe
transitions between levels, with condensed inner speech being transformed to expanded inner
speech and even private speech through a process of “re-expansion”. This idea is supported
by many studies showing an progressive externalisation of inner speech under cognitively
demanding situations (e.g., Sokolov, 1972).

To sum up, it is suggested that inner speech (in the adult mind) is the result of a progressive
internalisation process. This internalisation process covers different stages or expressions of
speech from social speech, self-addressed speech (private speech or egocentric speech) to
inner speech (first in a fully expanded form and then in a more condensed form). Being an
internalised version of private speech, inner speech is hypothesised to be attached with the

7Referring to Paulhan’s distinction between the dictionarymeaning of aword on one hand, and the individual
sense of a word which is acquired by usage, on the other hand.
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The result of these syntactic and semantic changes is that inner speech loses most
of the acoustic and structural qualities of external speech, and becomes a process of
‘thinking in pure meanings’ (Vygotsky, 1934/1987). In elaborating on Vygotsky’s
ideas in this regard, it is possible to sketch out a four-level developmental scheme for
the development of inner speech (see Fig. 1). At Level 1 (external dialogue), children
and caregivers engage in overt dialogue which displays the characteristic give-and-
take of conversation. At Level 2 (private speech), children conduct these dialogues in
their own overt (and then gradually subvocalised) private speech. At Level 3
(expanded inner speech), private speech is fully internalised and covert, but the give-
and-take of normal conversation is still manifested internally as the process of
talking silently to oneself. At Level 4 (condensed inner speech), the syntactic and
semantic transformations of internalisation ensure that inner speech retains few if
any of the accoutrements of external language, and has become an dialogic interplay
between alternate perspectives on reality (Fernyhough, 1996)—that is, the stage of
‘thinking in pure meanings’ described by Vygotsky.

Importantly, this model does not merely describe the stage-like developmental
process through which the child internalises dialogue. It also allows for movement
between the levels at any given point in development. Of particular importance for
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Figure 1.3. Stages of internalisation. Figure from Fernyhough (2004).

same functions asprivate speech. Inotherwords, adults use inner speechwith the samegoals as
they previously used (during childhood) overt private speech. Importantly, this internalisation
process does not only entail an internalisation but also a transformation of the way speech
is expressed: the characteristics of inner speech are distinguishable from the characteristics
of overt (private) speech. Interestingly, these different levels (or stages) in the internalisation
process, in addition to describing stages of development, also describe “movements” that can
be performed between levels or stages. More precisely, the externalisation of inner speech
would entail the inverse transformation that has been applied during the internalisation of
private speech. In the next section, we come back to our historical perspective by reviewing
inner speech research that has been carried out in the second part of the XXth century, before
turning to an overview of the main theoretical perspectives about inner speech production.

1.2.1.3 Inner speech research from 1950 to present days

Following the pioneering work of Jacobson (1931), the second part of the XXth century
witnessed an upsurge of electrophysiological methods (and especially of electromyography)8

to study the production of inner speech. Interestingly, the dominant interpretation of the
muscular correlates of inner speech (as identifiedby Jacobson, 1931) at the beginning of the last
century was that the peripheral muscular activity observed during imagined actions was the

8See Chapter 2 for a brief introduction to (surface) electromyogaphy.

22



1.2. WHAT IS THAT LITTLE VOICE INSIDE MY HEAD?

source of the mental content. However, as explained by Jeannerod (2006), this interpretation
of mental processes as a consequence of peripheral feedback is now disproved, for instance
by the simple fact that many people can experiment inner speech (or motor imagery) without
any visible muscular activity. From there, one can ask whether the peripheral muscular activity
observed during inner speech is necessary to the production of inner speech, or rather can be
considereda consequenceof inner speechproduction. AspinpointedbyCohen (1986), toprove
that a pattern of motor activity is necessary for some mental activity, it is not enough to show
that this pattern is always associated with the mental activity, we also have to show that when
the pattern of motor activity is disrupted, the mental activity is in turn disrupted. In that vein,
the peripheralist interpretation of the motor correlates of inner speech (see Box 1.1) has been
disproved by the heroic experiment carried out by Smith, Brown, Toman, & Goodman (1947).
Smith used d-tubocurarine (curare) to paralyse his own facial muscles in order to test whether
peripheral muscular activation was necessary to inner speech. He reported that, while being
paralysed, he was still able to think in words and to solvemathematical problems (these results
echo those of Dodge, 1896, mentioned earlier).

Box 1.1: Centralism versus peripheralism

Many studies have shown that inner speech and, more generally, imagined actions,
may be accompanied by peripheral muscular activation. However, the status of this
muscular activity might be interpreted in several ways. According to the peripheralist
view, the mental image of an object would arise from muscular discharges in the related
muscles (cf. work from James, 1890; Jacobson, 1931). In other words, for the tenants of
this view, the peripheral muscular activity is a necessary condition for the generation of
the corresponding mental image.

According to the centralist view, the existence of a muscle discharge during a mental
state does not imply a bottom-up influence of these discharges on the mental state.
The key idea is that the activation of peripheral mechanisms is not needed to generate
the image (but they can be activated, as a consequence of the activation of the
image/representation). This view is generally endorsed by Russian reflexology, by motor
control models of inner speech production and by simulation or emulation models of
motor imagery (cf. our later section on motor imagery).

Another way of looking at the motor correlates of inner speech production is to assume
that these correlates are instead a consequence of central processes involved in inner speech
production. As such, a disruption of these correlates does not necessary entail a disruption
of the ongoing mental processes. Depending on the framework, these peripheral correlates
might be considered as either necessary at the first stages of development of inner speech (as
in behaviourist views of inner speech) or not necessary at all in other centralist perspectives
such as the Russian reflexology or the more recent simulation or emulation frameworks.
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In these simulationnist frameworks, the peripheral muscular activity observed during inner
speech production (or motor imagery) may be hypothesised to be the result of an incomplete
inhibition of motor output during the mental states involving motor simulation (although the
precise nature of these inhibitory mechanisms is still the matter of debates, cf. section 1.2.3).

Another fruitful line of research consisted in using mental chronometry (i.e., the timing of
mental operations) to examine the cognitive processes underlying inner speech production.
The logic underlying this paradigm is that if inner speech and overt speech production involve
the same (or the same kind of) cognitive processes, their production should therefore take
approximately the same time. By varying the conditions inwhich inner (or overt) speech is to be
produced and by noticing the temporal equivalence (or non-equivalence) between inner and
overt speech, we can infer whether the underlying cognitive processes are (dis)similar and how
they are impacted by contextual demands. In that vein, Landauer (1962) has shown (in a single
subject) that it takes approximately the same amount of time to say the alphabet (or series of
numbers) aloud as it takes to produce it innerly. Similarly, Weber & Bach (1969) and Weber &
Castleman (1970) have shown that the rate of inner speech and overt speech is approximately
the same (around 6 to 6.5 letters per second in these experiments). However, other researchers
have obtained opposite findings with inner speech being faster to produce than overt speech
(e.g., Anderson, 1982; Coltheart, 1999; Korba, 1990; Mackay, 1981). More recently, Netsell,
Kleinsasser, &Daniel (2016) have examined the rate of spontaneous speech production in both
overt and covert modes. They asked participants to produce the first thing that came to their
mind and observed that the rate of inner speech (around 5.8 syllables / second) was faster than
the rate of overt speech (around 5.2 syllables / second). They suggest that this difference may
be due to the time taken to effectively move the articulators during overt speech production
(whereas these movements are inhibited during inner speech production). However, they also
highlight that the rate of inner speech and the temporal equivalence between inner speech
and overt speech may be affected by i) the type of speaking task (i.e., whether the task consists
in reciting some learned verbal material or novel material) and ii) the form of inner speech
(e.g., condensed vs. expanded inner speech). More precisely, they suggest that the rate of inner
speech should be faster for learned material than for novel material and that condensed inner
speech should be faster than expanded inner speech.

MacKay (1992) notes that the faster rate that is usually observed for inner speech in
comparison to overt speech reminds of the faster rates that also occur for other highly trained
skills (e.g., tying a shoelace). Indeed, the fact that inner speech is usually faster than overt
speech (or that some forms of inner speech are faster than overt speech) and the fact that
the chronometric similarity between inner speech and overt speech may be affected by the
task echo findings from the field of motor imagery studies. In their review of the determinants
of the temporal equivalence (or non-equivalence) between overt and covert actions, Guillot
et al. (2012b) have clearly identified that this temporal equivalence may be affected by the
type of action to be performed and the form of imagery. For instance, they suggest that there
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exists a sigmoidal relation between the duration of the overt action and the duration of the
covert action,with short actions (less thana few seconds) beingusually overestimated,medium
action showing an isochrony in overt and covert modes and longer actions (more than 30
seconds) being usually underestimated in motor imagery (cf. Figure 1.4). In addition to the
duration of the movement, Guillot et al. (2012b) suggest that environmental constraints (e.g.,
temporal constraints, circadian rhythms), motor imagery content (e.g., imagery type, imagery
perspective), individual strategy (e.g., where the focus of attention is), individual characteristics
(e.g., expertise level, age) and motor skills characteristics (e.g., task duration, task difficulty)
may also affect the duration of covert actions and the temporal congruence between overt and
covert actions. Accordingly, the rate of inner speech (and its correspondence to overt speech
rate)might depend, as suggested byNetsell et al. (2016), on the type of inner speech to produce,
on the length of the material to be produced as well as on individual characteristics (e.g., age,
expertise).

actual stages. Similarly, Collet, Dittmar, and Vernet-Maury (1999) showed that elite
weightlifters underestimated the duration of the snatch, but that the action of pulling
the body underneath the bar was overestimated (up to 15%). These patterns of results
obey Vierordt’s law (Wearden, 2003), stating that short durations are usually
overestimated (see also Grealy & Shearer, 2008, for overestimation of short intervals
during imagery). In contrast, many experimental studies provided evidence that
timing accuracy of MI decreased over long task durations. For instance, Grealy and
Shearer (2008) reported consistent underestimation of actual walking duration with
increased distances during MI. Hanyu and Itsukushima (1995, 2000) also observed a
tendency towards underestimation for MI durations of walking up long staircases.
Altogether, these data shed light on the difficulty of preserving the temporal
organization of the movement during MI of short and long movements, and
therefore underline the difficulty for practitioners to interpret the possible
discrepancy between imagery and actual times.

4.2 Actual movement complexity and perceived difficulty of the task

The influence of task difficulty on MI time has been extensively reported. A first
study looking at this issue was published by Beyer, Weiss, Hansen, Wolf, and Seidel
(1990). Eight swimmers, sitting in a resting position, were required to imagine their
own movements over a distance of 100m in their preferential style. The duration of
imagined swimming remained 25% longer than actual swimming time (60 to 90s
depending on the preferential swimming style). In the above-mentioned study by
Decety et al. (1989), movement time increased linearly as a function of task difficulty.
In the second part of their experiment, the authors examined the effect of an
additional 25kg load when actually and mentally walking towards targets at a
distance of 5, 10 or 15m. While actual times did not differ from those recorded
without additional external load, imagined times increased and were significantly
longer than actual times by nearly 30%. These results were explained both by the
increased difficulty of the task and the perceived additional force required to
maintain normal walking pace and to overcome load inertia. Cerritelli, Maruff,
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Figure 2. Schematic representation of the relationships between the actual duration of a
movement and its mental representation. A distortion of the temporal congruence is observed
during MI of short movements (several seconds) and long movements (several tens of
seconds).
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In addition to mental chronometry, many authors in the second part of the XXth
century turned to psychophysiological methods to investigate inner speech. The idea that
the production of inner speech may involve the speech motor system is supported by many
studies showing peripheral muscular activation during inner speech production (as reviewed
for instance in Garrity, 1977; Locke, 1970; Sokolov, 1972). Among these, Faaborg-Andersen,
Edfeldt, & Nykøbing (1958) and McGuigan & Rodier (1968) found an increase in peripheral
muscular activity in the speech muscles during silent reading. Interestingly, this activity
was more strongly marked for novice readers or for difficult material. Locke & Fehr (1970)
compared the electromyographic correlates of subvocal speech (inner speech) during the
(visual) presentation and rehearsal of disyllabic words that either contain or do not contain
labial phonemes. They observed a greater EMGamplitude recordedover a “chin-lip” site during
the presentation and rehearsal of labial words than for non-labial words.

In his seminal book, Sokolov (1972) meticulously describes a series of experiments
conducted in order to examine the relation between inner speech and thought. Sokolov (1972)
starts with a review of previous theories about the relation between speech and thought, before
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turning to the specific question of inner speech. He then presents his experimental work
under two main parts. First, Sokolov (1972) used articulatory suppression9 to interfere with
mental activity (e.g., perception, memorisation, thinking). Second, he used electromyography
to investigate the involvement of the speech motor system during inner speech as well as in
verbal and concrete thinking.

Summarising the studies using articulatory suppression, Sokolov (1972) notes that
“mechanical retardation of external articulation (speech movements of lips and tongue) has
an insignificant effect on the performance of mental tasks by adults; in many cases it has no
effect at all. In children, the mechanical retardation of articulation has a noticeable negative
effect” (p. 152). This result is coherent with the idea of a progressive internalisation of inner
speech, that would become more and more independent from the speech motor system
throughout development (and thus less affected bymotor constraints). However, Sokolov notes
that articulated speech and verbal-auditory stimuli have a strong effect on memory (p. 152).
Moreover, Sokolov discusses some of his previous experimental work showing that motor
interference (e.g., articulatory suppression) ceases to be efficient when the mental activity
(inner speech) is automatised (e.g., rehearsing a poem learned by heart). In addition to age
and expertise, Sokolov discusses findings from Teplov, who observed that the involvement of
the speech motor system during inner speech might vary according to the “voluntariness”
(deliberateness) of the speech to be produced. According to Teplov, the speech motor system
would be necessarily involved during voluntary inner singing (a musical form of inner speech)
whereas it may or may not be involved during involuntary inner singing (Sokolov, 1972, p. 51).

Using electromyography, Sokolov (1972) also provided seminal observations that inner
speech is involved during reading, to an extent that is directly related to the difficulty of the
ongoing reading task (as observed previously by Faaborg-Andersen et al., 1958).More precisely,
he observed that the more difficult the task was, the stronger the “speechmotor impulses” (i.e.,
the EMG amplitude) in the speech muscles. Moreover, the difficulty of the task was also related
to the abbreviatedness of inner speech. Simpler reading taskswere associatedwith abbreviated
(condensed)10 inner speechwhereasdifficult taskswere associatedwith “unfolded” (expanded)
inner speech, and sometimes externalised (overt) speech. Sokolov later says (on p.202):

“[…] thus, it is evident that both the degree to which mental operations are
automatized and the degree of complexity of the operations being performed can
be assessed with a high degree of probability [confidence] on the basis of the
intensity of hidden motor speech reactions.”

Moreover, Sokolov observes that the muscular activity associated with inner speech
production decreases when the verbal material is repeated many times (pp. 200-201). It

9The expression articulatory suppression usually refers to a task which requires participants to utter speech
sounds (or to produce speech gestures without sound), so that this activity disrupts ongoing speech production
processes.

10Sokolov (1972) uses the term of “curtailment” for abbreviation (p. 203).
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increases again when new content is to be produced. For instance, he observes an important
muscular activity during the reading of a new text, whereas this activity decreaseswhen reading
the text again. Interestingly, this reduction of peripheral muscular activity as a function of
repetition may be countered by the instruction given to the participant. For instance, when
the participant is given the instruction to “read it more attentively” or to “memorize it more
accurately”, the reading of a known text results in similar peripheral muscular activity (in the
speech muscles) as for the reading of a novel text (read without such instructions).

To summarise previous (i.e., anterior to Sokolov) research, articulatory suppression and
electromyographic investigations conducted by Sokolov (1972), the involvement of the speech
motor system during inner speech may vary according to the content of the verbal material,
to characteristics of the task as well as to individual characteristics. More precisely, the
intensity of “motor speech impulses” (in Sokolov’s terms) may be intensified or reduced
depending on i) the difficulty and novelty of the mental tasks being performed, ii) the degree
of automatisation, iii) the inclusion of visual elements (whether the task is purely verbal or
not), iv) individual disposition toward specific types of imagery. We could also add to these
factors the age of the participant, with an involvement of the speech motor system possibly
being a decreasing function of age. Overall, these findings are coherent with the idea of a
progressive internalisation of speech into inner speech, which led Sokolov to state that “inner
speech is nothing but speech to oneself” and that it can be considered as an internalisation,
a psychological transformation or an “internal projection” of overt speech (Sokolov, 1972).
Sokolov concludes his work by stating that inner speech is “the principal mechanism of
thought” and “an essential factor to human consciousness” (Sokolov, 1972, p. 262).

Following seminal work by Jacobson (1931) and Sokolov (1972), the 70s and 80s witnessed
an upsurge of electromyographic studies of inner speech production. For instance, McGuigan
& Winstead (1974) recorded both lip and tongue EMG activity during the reading, viewing,
memorising or recalling of either bilabial or lingual-alveaolar verbal material. They observed
a double dissociationwith the bilabialmaterial being associatedwith a greater EMGamplitude
recorded over the lip and the lingual-alveolar being associated being associated with a
greater EMG amplitude recorded over the tongue (whereas EMG amplitude recorded over
the arm or the leg did not show these condition-specific changes). Similarly, Garrity (1975)
observed a greater lip activity during the covert production of labial items than during the
covert production of nonlabial items. Importantly, in her review, Garrity (1977) highlights
some methodological limitations to EMG studies of inner speech and makes practical
recommendations to avoid these pitfalls (see Box 1.2). McGuigan & Dollins (1989) recorded
EMGactivity over the lip and the tongue during the processing of single phonemes (“P” vs. “T”)
and observed a greater activity of the lip during the processing of “P” and a greater amplitude of
the tongueduring theprocessingof “T”, confirmingprevious results suggesting adiscriminative
relationship between the content of inner speech and its peripheral muscular correlates. In
the same vein, Livesay, Liebke, Samaras, & Stanley (1996) recorded EMG over the lip during
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the production of inner speech and during the visualisation of non-linguistic material and
observed a greater EMGamplitude recorded over the lip during the production of inner speech.
Taken together, these results suggest that the peripheral muscular correlates of inner speech
are content-specific and that it should be possible to use electromyographic measurements to
identify or “decode” the content of inner speech. This idea has been corroborated by recent
work showing that surface EMG can be used to discriminate between different digits produced
innerly, and that it could be used as a silent communication device (e.g., Kapur, Kapur, & Maes,
2018). However, other teams find contrasting results (e.g., our results in Chapter 5 or Meltzner
et al., 2008) and we discuss this issue further in Chapter 5.

Box 1.2: Proper control conditions in EMG studies of inner speech production

Many of the studies that used EMG to investigate the motor correlates of inner speech
production concluded on the involvement of the speech motor system based on a
difference in EMG amplitude when contrasting a period of inner speech production
with a resting period. However, as highlighted by Garrity (1977), it is usually not enough
to show an increase of speech muscle activity during inner speech to conclude that this
activation is related to inner speech production.

Three sorts of inference can bemade through electromyographic studies of inner speech
production, depending on the stringency of the control procedure. The stronger sort
of inference is permitted by highlighting a discriminative pattern during covert speech
production, as for instancewhendemonstrating a dissociation betweendifferent speech
muscles during the production of speech sounds of different phonemic class (e.g,
contrasting labial versus non-labial words). Other (weaker) types of control procedures
include i) comparing the EMG activity during covert speech production to a baseline
period (without contrasting phonemic classes in covert speech utterances), or ii)
comparing the activity of speech-related and non-speech related (e.g., forearm) muscle
activity. Ideally, these controls should be combined by recording and contrasting
speech and non-speech related muscles in different conditions (e.g., rest, covert speech,
overt speech) of pronunciation of different speech sounds classes (e.g., labial versus
non-labial).

Besides mental chronometry and electromyography, the second part of the last century
alsowitnessed a revival of introspectivemethods, with the aimof refining the description of the
phenomenological properties of inner speech. For instance, the use of the experience sampling
methodology (ESM, Csikszentmihalyi & Larson, 1987) permitted to examine inner speech in a
naturalistic environment and to assess its frequency, forms and usages. For instance, Klinger
& Cox (1987) asked 29 students to carry a beeper that probed them randomly to described the
properties of their mental activity. They observed that around 51% of the samples contained
some formof internalmonologue.Usingamodifiedversionof theESMknownas thedescriptive
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experience sampling methodology (DES, Hurlburt, 2011; Hurlburt & Akhter, 2006; Hurlburt
& Heavey, 2001; Hurlburt, Heavey, & Kelsey, 2013),11 Heavey & Hurlburt (2008) assessed the
frequency of common inner experiences and found that inner speech fills around 25% of our
conscious inner life. Their results suggest that the rest of our inner experience is filled with four
other main components: inner seeing, feeling (i.e., affective experiences such as happiness or
sadness), sensory awareness (i.e., paying attention to immediate sensations such as hunger),
and unsymbolised thinking (i.e., thinking without words, images, or any other symbol). Thus,
our inner life is not only filled with language but other forms of thinking (defined broadly, as
before, as any sort of mental activity) may coexist (for a review and synthesis of DES findings,
see Hurlburt, 2011; Hurlburt et al., 2013).

Moreover, based on historical and DES data, Hurlburt (2011) argues for a distinction
between two forms of inner speech (or two phenomenological aspects of inner speech).
According to Hurlburt, it is possible to make a distinction between the phenomenon of inner
speaking and the phenomenon inner hearing, whose feelings would be similar to talking in a
tape recorder and to hear your voice played back, respectively (Hurlburt et al., 2013). Hurlburt,
Alderson-Day, Kühn, & Fernyhough (2016) provide data suggesting that these two phenomena
may have distinct neural correlates (but see Grandchamp et al., 2019; Lœvenbruck et al., 2018,
for another stance on these data). The distinction between inner speaking and inner hearing
echoes previous distinctions (e.g., MacKay, 1992) such as the one between the “generative
component” (i.e., the feeling of producing speech) and the “auditory component” (i.e., the
feeling of hearing speech) and the distinction between the inner ear and the inner voice in
studies of working memory (e.g., Baddeley, Lewis, & Vallar, 1984; Buchsbaum, 2013).

Another source of information concerning the nature of inner speech comes from the study
of errors produced during inner speech. For instance, Dell & Repka (1992) asked participants
to produce tongue twisters (such as “Unique New York”) either aloud or mentally and to report
the type of error they made (if any). They observed that the participants made the same kind
of errors in overt and inner speech, indicating that inner speech, like overt speech, may involve
the same kind of units (e.g., phonological, morphological or lexical units). As suggested by
Oppenheim & Dell (2008), the similarity of errors found in inner speech and overt speech
indicates that slips of the tongues are not really slip of the tongue, but rather slips of speech
planning. More recently, Oppenheim & Dell (2008) have shown that the covert recitation of
tongue twisters is accompanied by the lexical bias also observed in overt production but does
not show the phonemic similarity bias (i.e., the tendency to exchange phonemeswith common
articulatory features) observed in overt speech. This observation led Oppenheim & Dell (2008)
andOppenheim&Dell (2010) to claim that although inner speech is specifiedat a lexical level, it
is impoverished at the featural (articulatory) level. In contrast to these results, however, Corley,

11The DES differs from the classical random-beeping strategy in that the participant, in addition to being
probed several times a day, also has tomeetwith the experimenter at the endof the study.During this “expositional
interview”, the experimenter and the participant work together to clarify the meaning of these reported inner
experiences as well as to contextualise them.
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Brocklehurst, &Moat (2011) found the phonemic similarity effect to be present in inner speech,
suggesting that inner speech may not necessarily be impoverished at the articulatory level.
However, Oppenheim (2012) takes a different perspective on Corley et al. (2011)’s data and
argues that finding an effect in both overt and inner speech is not the same as finding “equal
effects” (i.e., an absence of interaction) in the two conditions. Through a detailed reanalysis
of Oppenheim (2012)’s data, Oppenheim (2012) suggests that these data actually corroborate
the sub-phonemic attenuation hypothesis. At this point, the question of whether inner speech
includes or not sub-phonemic features is therefore still unresolved.

Besides, some studies tried to directly interfere with the motor system in order to make
causal claims about inner speech and the role of the motor system during inner speech
production. These studies include for instance articulatory suppression studies (see our more
detailed discussion of articulatory suppression findings in Chapter 6) at the behavioural level
and transcranial magnetic stimulation studies at the neural level. Using repetitive transcranial
magnetic stimulation, Aziz-Zadeh, Cattaneo, Rochat, & Rizzolatti (2005) induced both overt
and covert speech arrests (i.e., a transient inability to produce speech) by targeting both a
motor (posterior) and a “non-motor” (anterior, corresponding to the inferior frontal gyrus) area
of the left hemisphere. Many studies investigated the cerebral correlates of both overt speech
and inner speech and showed that both modes involve language areas in the left hemisphere,
such as motor and premotor cortices in the frontal lobe, including Broca’s areas or the left
inferior frontal gyrus (IFG). These studies also highlight the involvement of regions involved
in speech perception such as auditory areas, Wernicke’s areas and the left parietal lobule, an
associative region (for review, see Geva, 2018; Lœvenbruck et al., 2018; Perrone-Bertolotti et al.,
2014). Moreover, different forms of inner speech may be associated with different (although
partially overlapping) cerebral landscapes. For instance, Tian & Poeppel (2010) compared
the MEG responses elicited during two tasks: i) imagining saying something in one’s own
voice and ii) imagining hearing something in someone else’s voice. They have found that
whereas both tasks were associated with activity in the bilateral temporal cortex, speaking
imagery was first associated with an activity in the left parietal cortex. Tian & Poeppel (2010)
and Tian & Poeppel (2012) argue that these results suggest the involvement of a forward
model during the speaking imagery task, which would would provide the basis for the sensory
content (the subjective feelings) of inner speech (see also Alderson-Day & Fernyhough, 2015,
and @grandchamp_condensation_2019, for a further discussion of these results). Ackermann
& Riecker (2004) also observed an activation of the left supplementary motor area (SMA),
left primary motor cortex (M1), and right cerebellum during covert speech. Activation of
the primary motor cortex during inner speech (and more broadly, during imagined action)
is still controversial and may depend on characteristics of the task (e.g., instructions given
to the participant, characteristics of the content/material to be produced) and the type of
inner speech. Overall, activation in the motor, premotor and sensory cortices is known to be
stronger during overt speech than inner speech, supporting the idea that inner speech may
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be considered on a continuum from inner speech to overt speech. However, inner speech also
involves additional regions in comparison to overt speech (e.g., Basho, Palmer, Rubio, Wulfeck,
& Müller, 2007). Importantly, inner speech recruits regions involved in the inhibition of overt
responses (e.g., cingulate gyrus, left middle frontal gyrus, pre-SMA). To sum up, neuroimaging
studies support the idea that inner speech may be conceived as simulated speech, involving
similar motor and sensory areas (but see Gauvin, De Baene, Brass, & Hartsuiker, 2016), albeit
to a lesser extent than overt speech. In addition to common areas, inner speech also involve
supplementary areas related to the inhibition of overt responses, supporting the idea that inner
speech is simulated overt speech resulting from inhibited speech acts (for more details, see the
cerebral landscapeof (wilful) inner speechproductionproposed in thenext section, aswell as in
recent reviews, Alderson-Day & Fernyhough, 2015; Lœvenbruck et al., 2018; Perrone-Bertolotti
et al., 2014).

More recently, technical and methodological developments from the field of neural
engineering offered new ways of investigating inner speech. Several teams are conducting
research with the aim of “decoding inner speech”, that is, of deciphering the content of
inner speech based on neurophysiological signals. For instance, Martin et al. (2014) recorded
electrocorticographic (ECoG) signals from epileptic patients performing either overt or covert
reading tasks. Then, they built a neural decoding model capable of reconstructing the
spectrotemporal auditory features of the overt reading task and evaluated whether this model
could reconstruct auditory speech features in the covert reading condition. They demonstrated
that it is possible to decode (or to infer) inner speech content by using a model learned
on corresponding overt speech data, with the superior temporal gyrus as well as the pre-
and post-central gyrus providing the most diagnostic information. Martin et al. (2016) also
used ECoG recording from the temporal lobe and sensorimotor cortex and showed that it
is possible to reach a relatively high accuracy level in a two-class classification framework
and above-chance accuracy levels in classifying fifteen word-pairs based on ECoG signals
(for a recent review, see Martin, Iturrate, Millán, Knight, & Pasley, 2018). Using a different
technic, Kapur et al. (2018) developed awearable device capable of discriminating inner speech
content based on surface electromyographic signals. They showed that their method was able
to discriminate with relatively high accuracy digits (between 0 and 9) that were produced
covertly. However, as mentioned previously, other teams find contrasting results (e.g., our
results in Chapter 5 or Meltzner et al., 2008) and we discuss this issue further in the discussion
of Chapter 5. Overall, these results show that it is presently possible to decode inner speech
based on neurophysiological signals above chance levels. Although these results currently
stand for limited vocabulary sets, it might soon be possible to have fully operational online
inner speech decoding systems. However, the issue of prediction and the issue of explanation
are not reducible one to the other and although we might be in situation of correctly inferring
(predicting) the content of inner speech based on neurophysiologial signals, some theoretical
issues still need to be resolved (we turn to theoretical propositions in the next section).
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In this section, we briefly reviewed the history of inner speech research carried
out over the last 170 years (from 1850 to present days) to give an overview of the
evolution of ideas and methods related to inner speech research (these investigations are
summarised in a non-exhaustive timeline presented in Figure 1.5). The interested reader will
find supplementary information in more comprehensive reviews, theses, and books (e.g.,
Alderson-Day & Fernyhough, 2015; Fernyhough, 2016; Gregory, 2017; Langland-Hassan &
Vicente, 2018; Lœvenbruck, 2019; Lœvenbruck et al., 2018; Perrone-Bertolotti et al., 2014;
Rapin, 2011; Smadja, 2019). In the next section, we discuss the most recent and important
theoretical positions about the nature and production of inner speech.
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The neurocognitivists 
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Figure 1.5. Non-exhaustive overview of inner speech research from 1850 to present days, depicting some representative names and their main
contribution. NB: dates represent the starting point of some contribution rather than the precise temporal location of the contribution (as most
contributions extend on a period of several years or decades).
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1.2.2 Theoretical perspectives on inner speech

1.2.2.1 The psycholinguistics perspective

How do we (humans) produce speech? At a biomechanical level, producing speech means
coordinating a complex dynamic system (i.e., the ensemble of speech muscles and organs)
to produce perturbations of the air flow (sound waves). At a psychological level, speech
production can be said to consist in the translation of thoughts into speech, with the goal of
communicating information. Before being communicated however, the information of interest
is submitted to several important transformations.

Although speech production is an everyday phenomenon, the way this process is exactly
performed is still the subject of lively debates. However, current models generally agree with
the core steps occurring during speechproduction.WillemLevelt (Levelt, 1989, 2000) proposed
an influential psycholinguistic model of speech production (see Figure 1.6). According to
this model, speech production involves three levels: conceptualisation, formulation and
articulation. The first step is managed by a component called the conceptualizer, and consists
in selecting a conceptual message to be produced (message generation). In other words, the
speaker conceives a communicative intention that she wishes to reveal to an interlocutor. This
preverbal message is then forwarded to another component, the formulator, that handles both
grammatical encoding (i.e., selecting appropriatewords or lemmas) andphonological encoding
(i.e., selecting the appropriate speech sounds, lexemes and phonemes). During grammatical
encoding, lemmas are retrieved from the lexicon and are ordered in a syntactical appropriate
way, giving the message its surface structure. During phonological encoding, the message
is given its phonetic or articulatory characteristics. At this stage, phonemes are grouped
into pronounceable syllables. Then, each syllable is associated with an articulatory program,
composed of an ensemble of articulatory gestures (i.e., coordinative structures of movements).
These articulatory programs are stored in the syllabary. In brief, the formulator component
transforms a preverbal message into a linguistic phonetic object. Finally, the phonetic plan
is forwarded to the articulator, responsible for the activation of articulatory gestures, to be
executed by the speech articulators (e.g., tongue, lips, jaw).12

Interestingly, in this model, inner speech is thought to correspond to the phonetic plan. In
other words, inner speech is considered as a plan for overt speech, something that precedes
overt speech. The idea that inner speech is some sort of a plan for overt speech is widespread in
psycholinguistics. According to Levelt, Roelofs, &Meyer (1999), we produce inner speech in the
same way we produce overt speech, except that articulation is absent (we already encountered
the continuum hypothesis previously). One of the role of this covert mode in speak production
wouldbe toallow formonitoringplanned speech for errors (e.g.,Hartsuiker&Kolk, 2001; Levelt,
1983). For some authors, inner speech would only be a by-product of the need of the speaker

12This model permits to explain how a communicative intention is transformed into speech acts. However, it
does not explicitly account for how speech acts are executed by the articulators. In Chapter 2, we briefly introduce
some of the cores principles related to the biomechanics of speech production.
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Figure 1.6. Illustration of Levelt’s (1989, 2000) model of speech production.

to control overt speech (e.g., Oppenheim, 2013). If we are to accept the continuum hypothesis,
according to which there is a continuum between inner speech and overt speech, we are faced
with the question of the locus of truncation. If both inner and overt speech lie on the same
continuum, where inner speech ceases to be inner speech?

Figure 1.7. Hypotheses regarding inner speech’s locus of generation. Depending on the
framework, inner speech is thought to be specified at an articulatory level (motor simulation
view) or not (abstraction view). Figure from Oppenheim & Dell (2010).

Oppenheim & Dell (2008) listed and examined three hypotheses regarding this issue. First,
inner speech may be exactly like overt speech, except that articulators are not moved. Second
inner speech may be impoverished at a surface level (featural representations). Third, inner
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speech may be impoverished at a deeper (e.g., lexical level) with relatively intact phonological
or articulatory features. As discussed in the previous section, the observation that only the
lexical bias (but not the phonemic similarity effect) was found in inner speech led Oppenheim
& Dell (2008) to claim that inner speech was impoverished at a featural (articulatory) level.
Oppenheim & Dell (2010) further added that theories about inner speech may be classified
into two main classes (cf. Figure 1.7). According to the first class of theories, referred to as
the motor simulation view, inner speech would be like overt speech, except that articulators
are not moved (this represents the first hypothesis listed in Oppenheim & Dell, 2008). The
second class of theories is known as the abstraction view and considers inner speech to be
the consequence “of the activation of abstract linguistic representations” (Oppenheim & Dell,
2010). After reviewing supporting and contradictory evidence for each view, Oppenheim &
Dell (2010) suggest a reconciliatory hypothesis, according towhich the abstractiveness of inner
speech would be flexible. More precisely, the flexible abstraction account postulates that inner
speech would only be specified at a phonological level but that this phonological level would
be affected by articulation. In support of this idea, Oppenheim & Dell (2010) observed that
mouthed inner speech showed both a lexical bias and a phonemic similarity effect, which was
not the case for unmouthed inner speech.

1.2.2.2 Themotor theory of voluntary thinking

The motor theory of voluntary thinking (MTVT, Cohen, 1986) aims to explain how thinking
and the experience of volition can emerge from motor activity. Cohen first notes that a
critical aspect of motor theories is that they rely on peripheral motor feedback (i.e., afferent
feedback from the contraction of the muscles). However, he then suggests that although
motor feedback might be necessary at the initial stages of an internalised action (e.g., inner
speech), this feedback might become unnecessary through repeated associations that would
“short-circuit connections within the central nervous system” (Cohen, 1986, p. 21). According
to the MTVT, motor activity would be necessary for mental experiences without external
sensation (i.e., for imagery or thoughts). More precisely, Cohen (1986) suggests that inner
speech (or rather, the sensory percepts associated with inner speech) might be explained by
its associations with motor activity. Indeed, according to Cohen (1986), “associations between
one’s voice and kinesthetic sensations from one’s speech musculature are very specific,
consistent, and frequently repeated” (p. 22). Therefore, slight (unconscious) contractions of
the speech musculature might evoke speech auditory images. In support of this idea, Cohen
reports the results of an experiment led by Hefferline & Perera (1963):

“when the subject occasionnaly emitted an invisibly small thumb twitch (detected
electromyographically), he received a tone as a signal to press a key. After several
conditioning sessions, the tone was progressively diminished to zero. The subject
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nevertheless continued to press the key whenever he emitted a thumb twitch, and
he reported that he still heard the tone.”

These observations support the idea that motor activity (and kinaesthetic feedback) might,
after frequent association, evoke auditory sensations. Cohen then moves to a presentation of
the motor theory of attention, according to which motor activity allows oneself to emphasise
(or weight) one aspect of perception over another. According to Cohen, the MTVT, albeit
not suggesting that motor activity is necessary for any sort of mental image or thought,
suggests that motor feedback can evoke mental images and thoughts (e.g., via the principle
of association discussed above) and that motor activity is responsible for the experience of
volition in thinking. The MTVT suggests that thoughts that are experienced voluntary (e.g.,
rehearsing a novel phone number) are accompanied by motor activity whereas involuntary
thoughts (e.g., intrusive thoughts or ruminative thoughts) are not. Interestingly, Cohen also
suggests that “a thought may appear to be effortless because no motor activation is involved,
or because the motor activity is of an automatic nature” (p. 27). Cohen interprets the effect of
distraction on the implication of the motor system during motor imagery (and inner speech)
in terms of attentional sharing, building upon Norman & Shallice (1986)’s work:

“In order to rehearse a telephone number one would simply ‘speak’ the numbers
covertly – that is, activate the appropriate speech motor patterns, but too slightly
to produce audible speech. To take the case of rehearsing a telephone number a
step further, consider that the person is being distracted by loud music. Because
the music would be competing for his attention, he would have to increase the
amplitude of his rehearsal by increasing the speech motor activity, perhaps to the
point of making actual lip and tongue movements. Were the music loud he might
have to speak the numbers aloud so that the numberswould capture enough of his
awareness to remain in his short-term memory.”

This idea is consistent with some work showing a greater implication of the speech motor
system during cognitively demanding tasks (e.g., Sokolov, 1972; McGuigan & Rodier, 1968) and
provides amechanism to explain these observations (but see our own theoretical interpretation
in the next section). To sum up, the MTVT suggests that all voluntary images and thoughts are
associated with motor activity and that “deliberate inner speech is based13 on the appropriate
covert activity in the speech musculature” (Cohen, 1986, pp. 45–46).

1.2.2.3 Predictive andmotor control account(s) of inner speech

Speech production requires the fine-grained timing and coordination of complex
sequences of movements (cf. biomechanical aspects of speech production in Chapter 2)
and can therefore be considered in a common conceptual framework with other forms of

13NB: ”based” is used here in a developmental sense (cf. the beginning of this section).
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motor actions. Complex motor actions have been successfully modelled in a motor control
framework (e.g., Kawato, Furukawa, & Suzuki, 1987; Kawato, 1999; Wolpert, Ghahramani, &
Jordan, 1995; Wolpert, 1997). Motor control models describe how the central nervous system
and the musculoskeletal system interact in order to perform motor actions. Applied to speech
production, these models describe how humans generate and regulate speech acts (for an
introduction tomotor controlmodels and a review of speechmotor controlmodels, see Parrell,
Lammert, Ciccarelli, & Quatieri, 2019).

Intention

Motor commands

Intended state

Inverse 
model

Executed state

Motor system

Sensory 
system

Forward 
modelEfference copy Predicted state

Perceptual 
Attenuation

Corollary 
discharge

Actual 
sensory experience

Figure 1.8. A forward model of motor control. Crossed circles represent comparators (see text
for explanation). Figure adapted from Rapin et al. (2013).

As reviewed in Rapin, Dohen, Polosan, Perrier, & Lœvenbruck (2013) or Lœvenbruck et
al. (2018), motor control models generally assume two types of interacting internal models:
a forward model that is used to predict the consequences of some planned action and an
inverse model that is used to compute (to predict) the necessary movements to attain some
goal (cf. Box 1.3). As can be seen from Figure 1.8, the inverse model is first used to compute
the necessary motor commands to attain some intended state (e.g., producing the /i/ vowel).
Whenmotor commands are sent to themotor system, a copyof thesemotor commands (known
as the efference copy) is sent to a second internal model (a forward model) that predicts the
sensory consequences of these motor commands. This predicted sensory feedback, known as
the corollary discharge (i.e., what is expected to happen if the motor commands were to be
executed), is then compared to actual sensory feedback (the sensory consequences of actual
motor actions) by a comparator (the crossed circle). It has been suggested by many authors
(for review, see Lœvenbruck et al., 2018) that this comparison is responsible for perceptual
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attenuation, when predicted sensory feedback and actual sensory feedback match.14

An essential role of this predictive mechanism is to allow for fast correction of potential
errors before the actual sensory feedback is even available to the central nervous system.
Indeed, by computing a prediction of what is expected to happen, the central nervous system
can correct or adjust motor commands (if needed), without having to wait until the action is
executed. This mechanism of monitoring by feedforward control allows for online correction
during speech production and account for the notoriously low rate of errors in speech
production.

Interestingly, the efference copy is not only useful for coordinating and correcting ongoing
actions but is also hypothesised to play a role in the feeling of agency (i.e., the feeling of
being the agent of some action). This feeling is hypothesised to arise from (internal) successful
comparisons between actual movements and predicted movements (i.e., the comparison on
the right side of Figure 1.8). More precisely, agency might emerge when predicted sensory
experience and actual sensory experience match. This motor control framework has been
successfully applied to speech (e.g., Guenther, Ghosh, & Tourville, 2006; Houde & Nagarajan,
2011; Parrell et al., 2019) and has also been applied to inner speech production, initially with
the aim of explaining the experience of AVHs in patients with schizophrenia. For instance,
Feinberg (1978), Frith, Blakemore, &Wolpert (2000), and S. R. Jones & Fernyhough (2007a) have
suggested that a defective predictive system could lead to control delusions and the experience
of AVHs. Indeed, they suggests that a mismatch between predicted sensory experience and
actual sensory experience would not lead to a sensory attenuation and would lead to agency
not being felt. The idea that episodes of AVHs are accompanied by (partially inhibited) motor
commands is supported by several EMG studies showing an increase of peripheral muscular
activity in the speech muscles during these episodes (e.g., Gould, 1948; Rapin, 2011; Rapin et
al., 2013). More generally, the generation of a corollary discharge and its role in inner speech
production is supported by many behavioural and neurophysiological findings (e.g., Ford &
Mathalon, 2004; Tian,Ding, Teng, Bai, &Poeppel, 2018; Tian&Poeppel, 2010, 2012; Tian, Zarate,
& Poeppel, 2016; Whitford et al., 2017).

14That’s the reason why, according to Blakemore, Wolpert, & Frith (1998), we cannot tickle ourselves. Because
when we deliberately produce an action we formulate a prediction of the sensory consequences of this action, the
actual sensory consequences of this action (when it matches with our predictions) are attenuated.
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Box 1.3: What is an internal model?

Broadly speaking, an internal model can be said to correspond to any neural
representation of the external world (Ito, 2008). In the context of robotics and motor
control (the planning and control of movements), an internal model is an internal
(neural and/or cognitive) model representing the dynamics of the movement of a limb,
organ, or apparatus. This sort of mental model is formed and adjusted through learning,
that is, as a movement is repeated. To put it simply, an internal model is a mental
representation of the dynamics of a motor apparatus.

Two sorts of internal models are generally postulated. First, forward models are
representing the dynamics of a movement and allow for predictions about the outcome
of a planned or ongoing action. In other words, they permit to anticipate the next step
of a movement (and to correct for potential errors), based on a representation of the
usual (i.e., learned) movement dynamics. Second, inverse models are representing the
inverse of a movement dynamics and permit to compute the necessary motor comands
to attain a desired state.

The output of the forward model is a predicted state of the apparatus. The input of the
inverse model is a desired state of the apparatus. These states are expressed in the same
format, so theprediction canbe comparedwith thedesired goal. In speechmotor control
theories, it is generally assumed that they correspond to sensory signals (in robotics, they
are configurations of the motor plant, i.e., positions and velocities).

By building upon previous motor control models of speech production (e.g., Houde &
Nagarajan, 2011; Wolpert et al., 1995) and motor control models applied to inner speech in
the context of schizophrenia (e.g., Frith et al., 2000; Feinberg, 1978; S. R. Jones & Fernyhough,
2007b; Rapin, 2011; Rapin et al., 2013), Lœvenbruck et al. (2018) recently introduced a novel
model of (deliberate) inner speech. In this model, Lœvenbruck et al. (2018) describe inner
speech as “multi-modal acts withmulti-sensory percepts stemming from coarsemulti-sensory
goals”. In other words, the auditory and kinaesthetic sensations perceived during inner speech
prediction are assumed to be the predicted sensory consequences of (inhibited) speech motor
acts, emulated by internal forwardmodels, that use the efference copies issued from an inverse
model (cf. Figure 1.9).

In the previous section, we discussed the relation between the degree of automaticity, the
difficulty, and the involvement of the speech motor system during inner speech production.
Cohen (1986) suggested that in difficult situations (e.g., noisy environment, difficult, novel,
or degraded verbal material), inner speech percepts may be accentuated to draw more
attention as compared to other (non-relevant) stimuli. We can reinterpret these findings in
the motor control framework by saying that the involvement of the speech motor system
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and auditory feedbacks, the actual sensory experience. An efference copy of the motor 
commands is also sent to a forward model, which generates predicted somatosensory 
and auditory feedbacks. A delay is applied to the internal feedback signals (which 
become the “corollary discharge”) so that they are synchronized with the actual 
feedbacks. The efference copy mechanism is depicted in dashed line in Figure 5.1. 
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Figure 5.1. Our adaptation of the predictive control account of inner speech. During overt 
speech, given a desired sensory state, an inverse model computes motor commands that are 
sent to the motor system, which produces speech movements and sounds. These are then pro-
cessed by the sensory system, producing an actual sensory experience and resulting in an 
actual sensory end state. This actual sensory state provides a sense of ownership and can be 
compared with the desired state (C1) to improve the inverse model. In parallel, an efference copy 
mechanism takes place, depicted in dashed lines. A forward model predicts the sensory conse-
quences of the motor commands. The predicted sensory feedback (or rather its end state) can 
be compared with the desired sensory state (C2) to adjust the motor commands, even before 
the action is executed. In addition, when the two states are close enough, a sense of agency is 
felt. The predicted sensory feedback, to which a delay is applied, is also compared with the 
actual sensory feedback (C3), to improve the forward model, and to further contribute to 
agency. During covert speech, the lines and boxes in light grey are irrelevant. In parallel with 
the motor commands, inhibitory signals (dotted line) are sent to the motor system, preventing 
actual articulator movement from occurring. A residual actual sensory feedback may still be 
experienced, giving rise to the sense of ownership. The predicted sensory signal computed by 
the efference copy mechanism yields inner language percepts: the inner voice heard and/or the 
inner articulation felt and/or the inner sign/gesture seen. Its end product is compared with 
the desired sensory state (C2) to adjust the motor commands while providing a sense of agency 
if the two states are sufficiently similar. TPJ, temporo-parietal junction; LIFG, left inferior frontal 
gyrus; PM, premotor cortex; M1, primary motor cortex.

Figure 1.9. Predictive control account of inner speech production. Figure from Lœvenbruck et
al. (2018).

during inner speech (that can be examined via peripheral muscular activation, neuroimagery,
or neurostimulation) is a functionof the degree of inhibition (the inhibitory signals represented
by the vertical dotted lines in Figure 1.9),with a greater involvement of the speechmotor system
when inhibition is weaker, and reciprocally, a weaker involvement of the speech motor system
when inhibition is stronger. The “quantity and quality” of inhibition (i.e., what proportion of
motor commands and their efference copies are inhibited, when, and at which level) may in
turn be a function of contextual and individual characteristics. We might speculate that the
reason why inhibition is weaker in demanding situation (e.g., when reading a difficult text
or rehearsing novel material) is that understanding more difficult material requires “clearer”
(more vivid) inner speech percepts than understanding known or easy material (the same
goes for noisy or degraded material). The exact nature of these inhibitory signals and how the
“amount is inhibition” is determined still need to be examined, however (but see our discussion
in section 1.2.3).

In addition to explicitly modelling inner speech production in a formal motor control
model, Lœvenbruck et al. (2018) proposed a cerebral landscape underlying the production
of deliberate inner speech (cf. Figure 1.10). This model aims to integrate findings and models
from the fields of psycholinguistics and neurolinguistics, as well as neuroanatomical theories
of speech production (e.g., Hickok, 2012; Tian & Poeppel, 2013). This model proposes that
lemma retrieval is performed by the left middle temporal gyrus. Then, the lemma is converted
to a lexeme in a multisensory format via two routes, the first one providing the auditory
representation (a) and the second one providing the somatosensory representation (b). The
auditory specification of the desired auditory state then activates the left posterior superior
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Figure 5.2. A cerebral landscape of wilful covert word production with one’s own voice. Lemma 
retrieval is handled by the left MTG. The lemma is converted to a lexeme, in a multisensory 
format, through two pathways, one for auditory representation (a) and one for somatosensory 
(b) representations. The auditory specification of the desired auditory state activates the left 
pSTG and STS, arrow 1a. The parallel somatosensory pathway activates the aSMG and S1, arrow 
1b. An inverse model transformation then takes place, involving two pathways. The auditory 
specification is fed to the TPJ, arrow 2a. The somatosensory specification is sent to the cerebel-
lum (arrow 2b). Motor programmes are then specified: the transformed auditory goals are sent 
from the TPJ to the LIFG and to the left ventral premotor cortex, arrow 3a; the transformed 
somatosensory goals are sent from the cerebellum to the lower M1, arrow 3b. The motor pro-
grammes issued by LIFG are themselves sent to M1 (arrow 4) integrating the two motor 
programmes computed in the auditory and the somatosensory pathways. Articulation is 
inhibited, via a signal issued in rostral prefrontal cortex (BA 10) and anterior cingulate gyrus 
(BA 32) and sent to M1 only, or to both LIFG and M1. A residual somatosensory feedback 
may be felt (aSMG and S1), resulting from attenuated motor commands being sent to the motor 
system. The efference copy mediated by LIFG is sent to the TPJ (arrow 4a) and is inversed into 
a predicted auditory signal, activating pSTG and STS (arrow 5a). The other copy, in M1, is sent 
to the cerebellum (arrow 4b) and is inversed into a predicted somatosensory signal, activating 
aSMG and S1 (arrow 5b). C2 (between predicted and original desired states) takes place at 
two sites, in auditory and somatosensory cortices. MTG, middle temporal gyrus; pSTG, pos-
terior superior temporal gyrus; STS, superior temporal sulcus; aSMG, anterior supramarginal 
gyrus; S1, primary somatosensory cortex; TPJ, temporo-parietal junction; LIFG, left inferior 
frontal gyrus; M1, primary motor cortex.

Figure 1.10. A cerebral landscape of deliberate inner speech production. Figure from
Lœvenbruck et al. (2018).

temporal gyrus (pSTG) and the superior temporal sulcus (STS), represented by arrow 1a. In
parallel, the somatosensory route activates the anterior supramarginal gyrus (aSMG) and the
primary somatosensory cortex (S1), represented by arrow 1b. An inversemodel transformation
is then performed, again involving two routes. The auditory specification is sent to the
temporo-parietal junction (TPJ), represented by arrow 2a. The somatosensory specification
is sent to the cerebellum, represented by arrow 2b. Then, motor programmes are specified.
The transformed auditory goals are sent from the TPJ to the left IFG and to the left ventral
premotor cortex (arrow3a). The transformedsomatosensory goals are sent fromthecerebellum
to the lower primary motor cortex (M1), represented by arrow 3b. Motor programmes issueds
by the left IFG are then sent to M1 (represented by arrow 4), where the two motor programmes
computed in the auditory and somatosensory routes are integrated. Importantly, articulation
is inhibited via inhibitory signals emitted by the rostral prefrontal cortex (BA 10) and the
anterior cingulate gyrus (BA 32) and sent to M1 only, or to both the left IFG and M1. A
residual somatosensory feedback may be felt (aSMG and S1), resulting from attenuated motor
commands being sent to the motor system. The efference copy mediated by the left IFG is sent
to the TPJ (arrow 4a) and is inversed into a predicted auditory signal, activating the pSTG and
the STS (arrow 5a). The other copy, in M1, is sent to the cerebellum (arrow 4b) and is inversed
into a predicted somatosensory signal, activating th aSMG and S1 (arrow 5b). The comparison
between predicted and original desired states (C2) takes place at two sites, in auditory and
somatosensory cortices (for more details, see Lœvenbruck et al., 2018). It should be noted
that this model has been further developed and is presented in Grandchamp et al. (2019) or
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Lœvenbruck (2019). However, because this work has not been published yet and because of
length constraints, we will not discuss the latest version of this model here.

An interesting question related to the application of motor control models to inner speech
and imagined actions (but also to executed actions more broadly) is the issue of whether
we need both an inverse and a forward model. Pickering & Clark (2014) make a distinction
between two types of architectures, differing by the place forward models play in these
architectures: the auxiliary forward model (AFM) account, according to which forward models
are “special-purposepredictionmechanisms implementedbyadditional circuitrydistinct from
core mechanisms of perception and action” and the integrated forward model (IFM) account,
according to which “forward models lie at the heart of all forms of perception and action”. On
a similar note, Friston (2011) argues for an IFM architecture (instead of conventional motor
control schemes) and shows how motor control can be formalised in a Bayesian predictive
framework, where optimal control can be seen as an (active) inference. Recently, Wilkinson
& Fernyhough (2017) similarly suggested to model inner speech production in a predictive
processing framework (PPF, for an introduction, see for instanceClark, 2013). In this framework,
the main task of the brain is thought to be inferring, from incoming signals, what the causes of
these signals are. Accordingly, the only information that is passed on up the cortical hierarchy
is prediction error, and the hypotheses (about the causes of the percepts) that minimise
prediction error are selected (or “inferred”). An interesting consequence of this model applied
to motor control is that it does not postulate the existence of motor commands but rather
the presence of predictions only, that are fulfilled (or not) by bodily movements (with the
aim of minimising prediction error). According to the PPF account of inner speech sketched
by Wilkinson & Fernyhough (2017), sensory aspects of inner speech (e.g., motor or auditory
percepts)maybe conceived as predictions in themselves (predictions that havebeen “selected”
to reduce prediction error), instead of resulting from a stimulus to be monitored.

To understand the appeal of predictive and motor control modelling applied to inner
speech and imagined actions, let’s consider the analogy between speaking and playing an
instrument (e.g., playing the piano). Essentially, learning how to play the piano can be said to
consist in learning and coordinating complex and fine-grained motor sequences that produce
in turn sensory (e.g., kinesthaetic, auditory, visual) feedback to the producer of the action
(the agent). Therefore, it seems that (from a certain level of analysis), the act of speech can
be paralleled with the act of playing an instrument in that it consists in the coordination
of complex movements that result in some modifications of the environment, that in turn
generate sensory feedbacks (e.g., kinesthaetic, auditory) for the agent. Thus, pursuing the
analogy,we could argue that the relationbetweenplaying an instrument and imaginingplaying
an instrument is similar to the relationbetweenproducing speech and imagining speaking (i.e.,
producing inner speech). This analogy suggests thatwemight be able to study thedevelopment
of (pairs of) internal models responsible for the sensory experience accompanying imagined
actions in the adult mind (e.g., when an individual is learning either a novel music instrument
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or a new language with speech sounds that are not present in his/her native language). By
examining the development of novel imagined actions in the adult mind, we might gain new
insights about the internalisation of speech during childhood.15

This view on the relation between inner speech and overt speech is somehow consistent
with Vygotsky’s view of inner speech as internalised egocentric speech but it proposes a formal
mechanism to explain how overt speech develops into inner speech. More precisely, we might
speculate that what is internalised during childhood is an internal model (or a hierarchy of
paired internalmodels). This internalisation is a slow and gradual process andmight be similar
to the internalisation of other types of motor actions. Considering inner speech as a form of
motor action brings some interesting insights. Indeed, if speech production can be broadly
described as the coordinated sequenceof (groupsof)muscularmovements that results in some
predictable sensory consequences (e.g., auditory, visual, kinesthesic or somesthesic feelings),
then it can be compared to other actions. In that sense, the process of speech internalisation,
as the process of “internalised walking”, might follow the same general steps. This process can
be broadly defined as the learning of the mapping between some muscular commands (or
patterns of muscular commands) and the associated sensory consequences. Learning these
associations results in the construction of internal models, permitting to predict ongoing
actions, but also to simulate these actions in the absence of any overt movement. Therefore,
the process of inner speech might be considered under the broad category of imagined actions
(motor imagery).

1.2.3 Explaining themuscular activity observed during inner speech

Motor imagery can be defined as themental process bywhich one rehearses a given action,
without engaging in the physical movements involved in this particular action. One of the
most influential theoretical explanation for this phenomenon is the motor simulation theory
(MST, Jeannerod, 1994, 2001, 2006). In this framework, the concept of simulation refers to the
“offline rehearsal of neural networks” (Jeannerod, 2006) and motor imagery is conceptualised
as a simulation of the covert (i.e., invisible and inaudible to an external observer) stage of
the same executed action (O’Shea & Moran, 2017). The MST shares some similarities with
the theories of embodied and grounded cognition (Barsalou, 2008) in that both allow to
account for motor imagery by appealing to a simulation mechanism. However, the concept
of simulation in grounded theories is assumed to be multi-modal (not just motoric) and to
operate in order to acquire specific conceptual knowledge (O’Shea & Moran, 2017), which is
not the concern of the MST.16 As highlighted by O’Shea & Moran (2017), the MST contains

15While keeping in mind the obvious limitation that the child mind is not equivalent to the adult mind,
nor is it equivalent to a smaller version of the adult mind. Nevertheless, examining the development of novel
imaginedactions in adults avoids the contaminationof theprocess of interest (imaginedaction) bydevelopmental
confounds present during childhood.

16We should also make a distinction between embodiment of content, which concerns the semantic content
of language, and embodiment of form, which concerns “the vehicle of thought”, that is, proper verbal production
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the three following postulates at its core: i) there exists a continuum between the covert (the
mental representation) and the overt execution of an action, ii) action representations can
operate off-line, via a simulation mechanism, and iii) covert actions rely on the same set
of mechanisms as the overt actions they simulate, except that execution is inhibited. The
MST is supported by a wealth a findings, going from mental chronometry studies showing
that the time taken to perform an action is often found to be similar to the time needed to
imagine the corresponding action17 (but seeGlover &Baran, 2017, for a review of chronometric
findings and for an alternative conceptualisation of motor imagery), to neuroimaging and
neurostimulation studies showing that both motor imagery and overt actions tend to recruit
similar frontal, parietal and sub-cortical regions (e.g., Hétu et al., 2013; Jeannerod, 2001).
The involvement of the motor system during motor imagery is also supported by repeated
observations of autonomic responses, increased corticospinal excitability, as well as peripheral
muscular activity during motor imagery (for an overview, see Collet & Guillot, 2010; Jeannerod,
2006; Stinear, 2010).

Motor imagery has consistently been defined as the mental rehearsal of a motor action
without any overt movement. One consequence of this claim is that, in order to prevent
execution, the neural commands for muscular contractions should be blocked at some level
of the motor system by active inhibitory mechanisms (for review, see Guillot et al., 2012a).
Despite these inhibitorymechanisms, there is now abundant evidence for peripheralmuscular
activation during motor imagery (for review, see Guillot & Collet, 2005; Guillot et al., 2012a).
As suggested by Jeannerod (1994), the incomplete inhibition of the motor commands would
provide a valid explanation to account for the peripheral muscular activity observed during
motor imagery. Consistent with this assumption, Schwoebel, Boronat, & Branch Coslett
(2002) showed that a brain-damaged patient failed to inhibit the motor consequences of
motor imagery, and thus fully “executed the imagined action”, hence highlighting uninhibited
movements during mental rehearsal.18 This idea has also been corroborated by studies of
changes in the excitability of the motor pathways during motor imagery tasks. Bonnet, Decety,
Jeannerod, & Requin (1997) measured spinal reflexes while participants were instructed to
either press a pedal with the foot or to simulate the same action mentally. They observed
that both H-reflexes and T-reflexes increased during motor imagery, and that these increases
correlated with the force of the simulated pressure. Using transcranial magnetic stimulation
and motor evoked potentials (MEPs), several investigators observed muscle-specific increases
of MEPs during various motor imagery tasks, whereas no such increase could be observed in
antagonist muscles (e.g., Fadiga et al., 1999; Rossini, 1999).

(Pickering & Garrod, 2013).
17Although not always. As previously discussed in section 1.2.1, Guillot et al. (2012b) reviewed chronometric

findings related to motor imagery and listed the several factors that may affect the temporal equivalence between
executed and imagined actions.

18However, it should be noted that Schwoebel et al. (2002) reported no difficulty for this patient to read silently.
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Box 1.4: Themotor inhibition problem

The ”problem of inhibition” can be summarised as follows (from Jeannerod, 2001, p.
S106): how come that covert actions, in spite of activation of the motor system, do not
result in muscular activity and overt movements?

An attractive answer to that question is that imagined actions can be considered as
inhibited actions. The neural generators of these inhibitory signals, however, have not
yet been clearly identified in the motor imagery literature. As reviewed in Guillot et
al. (2012a), previous research has suggested at least three (non-exclusive) potential
inhibitory mechanisms that might operate during motor imagery:

• First, motor inhibition might be integrated within the construction of the mental
representation (i.e., imagination would simply be a weaker form of execution),
hence only subthreshold (i.e., insufficient to induce motoneurons excitation)
motor commands are sent to the effectors to prevent movement execution.

• Second, inhibitory mechanisms may be triggered in conjunction with motor
commands (e.g., Jeannerod, 2006): inhibitory cerebral regionsmight progressively
weaken the motor commands during the time course of motor imagery, so that
only a residual activity is sent.

• Third, inhibitory mechanisms might be located downstream of the motor cortex,
possibly at the spinal or brainsteam level (e.g., Jeannerod, 2001; 2006). Lotze &
Halsband (2006) also suggested that the posterior cerebellum might play a crucial
role in inhibiting the motor commands.

Therefore, motor commands inhibition might intervene in three non-exclusive ways
during motor imagery. However, the exact contribution of each route still needs to be
examined.

However, although there are many observations showing a peripheral muscular activity
during motor imagery, there are also many studies failing to do so, or reporting surprisingly
high levels of inter-subject variability, with some participants showing no muscular activity at
all (for review, see Guillot, Lebon, & Collet, 2010). Two main explanations have been advanced
to resolve these discrepancies. First, the electromyographic activity recorded during motor
imagery could be moderated by the perspective taken in motor imagery.19 Indeed, it has
been shown that a first-person perspective may result in greater EMG activity than motor
imagery in a third-person perspective (Hale, 1982; Harris & Robinson, 1986). Second, some

19We usually make a distinction between a first-person perspective or internal imagery (i.e., imagining an
action as we would execute it) and a third-person perspective or external imagery (i.e., imagining an action as
an observer of this action), that seem to involve different neural and cognitive processes (Ruby & Decety, 2001).
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authors postulated that the intensity of the EMG activity recorded duringmotor imagerymight
be related to the individual ability to form an accurate mental representation of the motor
skill (i.e., the vividness of the mental image). However, after reviewing the available evidence,
Guillot et al. (2009) concluded that this is unlikely to be the case. Alternatively, discrepancies
in experimental design and methodological choices (e.g., use of intramuscular versus surface
electromyography) could also explain these contradictory results (Guillot et al., 2010).

In order to investigate the inhibitory mechanisms involved during motor imagery, Rieger,
Dahm, & Koch (2017) extended the logic of task switching paradigms and developed a novel
action mode (imagery vs. execution) switching paradigm. In these procedures, performance
in the current trial is analysed depending on the condition of the previous trial, assuming
that execution or inhibition in the previous trial persists to a certain degree. Put simply, the
main idea is that inhibition during motor imagery should leave after-effects by increasing
activation thresholds, then affecting the performance of subsequently executed (or imagined)
movements. In analysing sequential effects, Rieger et al. (2017) observed shorter movement
times when motor execution (ME) preceded motor imagery (MI) than when motor imagery
precededmotor execution, corroborating the idea of a global inhibition (i.e., the second option
from Box 1.4) mechanism taking place during motor imagery. In addition, they observed hand
repetition costs (i.e., movement times were longer when the task had to be performed with the
same hand than with the other hand in motor imagery trials), suggesting that effector-specific
inhibitory mechanisms may also taking place during motor imagery (corroborating the third
option discussed in Box 1.4). However, as highlighted by O’Shea & Moran (2018), global
inhibitory mechanisms may also induce longer movements times in MI-ME sequences than
in ME-ME sequences, but this effect was not observed in Rieger et al. (2017). To push
forward this investigation, O’Shea & Moran (2018) used pupillometry to examine the degree
of attentional effort involved in the execution or the inhibition of a motor response during
both motor imagery and motor execution in a Go/NoGo procedure, embedded in a modified
task-switching paradigm. They observed that the amount of attentional effort (assessed via
pupillometry) varied according to the type of block (i.e., pure vs. mixed), suggesting that
different inhibitory mechanisms (or “routes”) may underlie inhibition during motor imagery.
For instance, it may be that inhibition during motor imagery is programmed in a pre-emptive
way when the participants know that the next block will be uniquely composed of motor
imagery trials or in a more active (and more effort-costly) way in mixed blocks. Therefore,
different inhibitory mechanisms (e.g., proactive vs. reactive, global vs. selective) may also vary
according to the task characteristics (for a more detailed discussion of these findings, see also
O’Shea, 2017). Although these studies are among the first to investigate these issues, they show
that it is possible to use a combination of cognitive and psychophysiological tasks to assess the
inhibitory mechanisms involved during motor imagery.

To summarise this section, the available neural and psychophysiological evidence suggests
that inner speech and imagined actions may result from internal simulation (or emulation)
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of the corresponding executed action. This appealing idea however presupposes that the
motor commands emitted during inner speech (which give rise to the sensory percepts
of inner speech such as the inner voice) are somehow completely or partially inhibited in
order to prevent execution. We discussed several explanations with regards to the source of
these inhibitory signals (that remains to be tested in the case of inner speech). Interestingly,
these questions echo our previous discussion of the centralism versus peripheralism debate
(cf. Box 1.1). Recent theoretical frameworks of inner speech and motor imagery (e.g., motor
control models, simulation and emulation theories) are centralist theories of motor cognition.
Indeed, in these frameworks, the peripheral muscular activity observed during imagined
action is conceived as a consequence of (a partial inhibition) these actions, rather than a
necessary condition for imagining actions (including speech). This idea was well summarised
by Jeannerod (2006), discussing the motor inhibition problem and the case of subvocal (inner)
speech:

“Subvocal speech was first interpreted as a source of peripheral kinesthetic
information which, when projected to central nervous structures, generated
auditory images of the corresponding words. The same interpretation was given
to the low intensity EMG recorded during mental motor imagery of limb actions,
whichwas thought tobe theoriginof the feelings experiencedby the subjectduring
mental rehearsal (Jacobson, 1930), or to the eye movements recorded during
mental visual imagery (e.g., Brandt and Stark, 1997). However, this interpretation
of mental processes as consequences of peripheral feedback is now disproved
by recent experiments showing complete absence of muscular activity in many
subjects during motor imagery. When present, this activity is rather assumed to
be a consequence of incomplete inhibition of motor output during mental states
involving motor simulation. This same interpretation might also hold for inner
speech.” (p. 153)

Therefore, although the precise neural generators of these inhibitory signals remain to be
examined, the peripheral muscular activation observed during inner speech may be resulting
from an incomplete inhibition of motor commands. Moreover, we may speculate that some
forms of inner speech may or may not be accompanied by peripheral muscular activations in
the speech muscles, depending on the degree (the amount) of inhibition.

1.3 Summary, research question and directions

Wereviewed themain theoretical positions about rumination, thedifferentways it has been
assessed (either as a trait or as a state) and discussed the sensory properties of ruminative
thoughts. Acknowledging the predominantly verbal character of rumination, we suggested that
it might be considered as a form of inner speech. In order to understand the repercussions of

48



1.3. SUMMARY, RESEARCH QUESTION AND DIRECTIONS

this assumption with regards to the study of rumination, we presented a brief historical review
of inner speech research from 1850 to present days. This review led us to a presentation of
the main contemporary theoretical views on inner speech and to the suggestion that inner
speech may be conceived as a form of motor imagery and that it could be understood and
modelled in a motor control framework. We then briefly discussed findings from the field of
motor cognition and the study of motor imagery to take a new perspective on the findings
previously discussed about the involvement of the speech motor system during inner speech
production. In consideration of this discussion, the main goals of the present work are i) to
refine the description of inner speech and the involvement of the speech motor system during
its production by studying a particular form of inner speech (i.e., rumination) and ii) to shed a
new light on rumination by studying it as a form of inner speech, with the potential outcome of
providing psychophysiological (electromyographic) markers of (induced) rumination, as well
as possible guidelines for remediation. Before turning to a presentation of this experimental
work (where each study is presented as a standalone empirical article, cf. Chapters 3 to 7), in
the next chapter, we briefly introduce some key elements and technical details with regards to
the methods we used in this work.
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”[...] we have been brainwashed by Fisherian statistics into thinking that refutation of H0 is a
powerful way of testing substantive theories”

Meehl, P. (1986)

In this chapter we briefly introduce some of the key concepts related to the methods
we used in our work. More precisely, we cover the technical concepts related to speech
production mechanisms, to electromyography and to our statistical approach. Finally, we

give an overview of the following chapters.

2.1 Biomechanical aspects of speech production

2.1.1 Vocal apparatus

Speech production requires the involvement of more than 100 muscles in the face, the
neck and the chest (Simonyan & Horwitz, 2011). The activity of these muscles is coordinated
to produce an air flow moving from the lungs to the oral and nasal cavities, via the trachea,
the larynx and the pharynx (see Figure 2.1). Broadly speaking, speech production can be said
to consist essentially in i) phonation, which refers to the control of the air flow and to the
vibration of the vocal folds and ii) articulation, which refers to movements of the articulators.
The action of the articulators (e.g., lips, tongue) is to shape the oral and nasal cavities, resulting
in modifications of the sound waves and in the production of different vowels and consonants.

The characteristics of the vocal folds (e.g., their length or thickness) influence what is
known as the fundamental frequency (or F0) of the speech signal, which in turn determines
the perceived pitch of the voice. The speech signal can be further decomposed in resonant
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Figure 2.1. Human respiratory and phonatory system. Figure from the OpenStax
Anatomy and Physiology Textbook. Download for free at https://cnx.org/contents/
14fb4ad7-39a1-4eee-ab6e-3ef2482e3e22@15.1.

frequencies or formants. We can relate changes in the state of the articulatory system with
changes in the formant (and especially the F1-F2) space (see Figure 2.2). Indeed, the frequency
of the first formant (F1) is mostly determined by the height of the tongue body (or rather by
the aperture of the oral cavity) whereas the frequency of the second formant (F2) is mostly
determined by the frontness/backness of the tongue body. For instance, when producing the
/u/ vowel, the oral cavity is in a close position and the tongue lies in the back of the oral cavity
(and the lips are rounded). However, when producing the /a/ vowel, the oral aperture is larger
(and the lips are widely opened).

In brief, modifications in the shape of the vocal tract result in the production of different
vowels. Changes in the configuration of articulators such as the lips or the tongue may also
produce consonants. Consonants are produced by applying some form of constriction to (or
by closing) the vocal tract to constraint the air flow. We usually classify consonants according
towhere (the place of articulation) and how (themanner of articulation) this constriction takes
place (see Figure 2.3). For instance, consonants such as /p/ or /b/ are produced by closing the
lips together and are therefore known as bilabial plosives.

To sum up, besides being an essential communication tool for humans, speech production
is also a complex motor action, involving the fine-grained coordination of numerous laryngeal
and supralaryngeal structures. In the next section, we discuss in more details the specific facial
muscles that were of interest in the present work.

2.1.2 Orofacial speechmuscles

In our work, we were especially interested in the activity of some of the orofacial muscles
(i.e., the muscles situated around the mouth). More precisely, we studied the activity of the
orbicularis oris inferior (OOI), the orbicularis oris superior (OOS), and the zygomaticus major
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F1

F2

Figure 2.2. Illustration of the vocalic ’quadrilateral’ and the relation between vowels and
formants (F1 and F2). Figure adapted from the International Phonetic Association (2015) - IPA
Chart, available under a Creative Commons Attribution-Sharealike 3.0 Unported License.

Figure 2.3. Table of consonants according to the manner (in rows) and place (in columns) of
articulation. Figure from the International Phonetic Association (2015) - IPA Chart, available
under a Creative Commons Attribution-Sharealike 3.0 Unported License.

(ZYG) muscles (cf. Figure 2.4). Contrary to what was assumed until recently, the orbicularis
oris muscle is not a sphincter muscle but is instead a complex of several distinct muscles
that interlace in a way that gives the orbicularis oris complex its circular aspect. Among these
muscles, the OOS and the OOI are placed above and below (respectively) the mouth and are
responsible for rounding or protruding the lips. The ZYGmuscle has its origin on the zygomatic
bone and inserts at the labial commissure (the angle of the mouth) where it meets with fibers
of the levator anguli oris and orbicularis oris muscles. Together with the levator anguli oris,
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it serves to move the labial commissure upwards and laterally, and is involved in laughing
and more generally in pleasant reactions and positive emotions. It is also involved in speech
production, especially during the production of spread sounds, that is, sounds that require a
wide horizontal aperture of the mouth (e.g., /i/).

orbicularis oris inferior

orbicularis oris superior

zygomaticus major

frontalis

Figure 2.4. Illustration of themain facialmuscles of interest in the presentwork. Figure adapted
from Patrick J. Lynch, medical illustrator, http://patricklynch.net.

For sensors placement, we followed guidelines and recommendations from Fridlund &
Cacioppo (1986). In addition to speech-related orofacial muscles, we also routinely recorded
the activity of other facial muscles such as the frontalis muscle (FRO) in Chapter 3, 4, 5, and the
corrugator supercilii muscle (COR) in Chapter 5. The activity of these muscles was monitored
to control for non speech-related facial muscular activity (as recommended by Garrity, 1977).

There are several ways to probe the involvement of specific articulators in a given speech
production task. For instance, it is possible to selectively interfere with the activity of some
articulators (or groups of articulators) to demonstrate their necessary involvement in this
particular task. It is also possible to record the activity of facial muscles peripherally using
surface electromyography, without interfering with (or with minimal interference to) the
natural course of the speech production process. In the next section, we briefly introduce some
core concepts of electromyography.

2.2 A brief introduction to electromyography

Technically speaking, electromyography (EMG) is a technique concerned with the
recording and analysis of myoelectric signals (i.e., signals resulting from physiological
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variations in the state of muscle fibers membranes). Broadly speaking, EMG is a measure
of the electrical activity generated during muscle contraction. It is used both as a basic tool
in (for instance) biomechanical and psychophysiology research and as an evaluation tool in
applied research (e.g., physiotherapy, rehabilitation, human-computer interfaces). To facilitate
the interpretation of the EMG signal, it is useful to briefly detail themeaning of its physiological
components.

2.2.1 Nature of the EMG signal

2.2.1.1 Muscular anatomy and physiology

A muscle is a collection of fibers that can vary in length, orientation, diameter, and
architectural characteristics. For instance, deeper muscle fibers are usually composed of
a greater proportion of slow-twitch fibers (type I muscle fibers) whereas more superficial
muscle fibers comprise a greater proportion of larger and fast-twitch fibers (type II muscles
fibers, Kamen & Gabriel, 2010). On the basis of their structure and contractile properties,
we can identify three types of muscle tissues: i) the skeletal muscles are attached to bones,
their function is to produce voluntary movements and to protect the organs, ii) the cardiac
muscles, whose function is to pump blood and iii) the smooth muscles, involved in involuntary
movements (e.g., respiration, moving food).

The contraction of the skeletal muscles is initiated by electrical impulses that propagate
from the central nervous system to the muscle via the α-motoneurons. Many (both larger
and smaller) muscles are partitioned, with each portion having a specific role for the muscle
function. Moreover, there is no one-to-one mapping between populations of motor neurons
and muscle compartments. In other words, one population of motoneurons may innervate
several compartments and reciprocally, several populations of motoneurons may innervate
the same muscle compartment. Therefore, interpreting the EMG signal requires to be aware
whether the recorded signal is characteristic of a whole muscle’ activity or of a specific muscle
compartment (Kamen & Gabriel, 2010).

The muscle fiber is surrounded by a membrane, the sarcolemma (see Figure 2.5). Under
resting conditions, the voltage inside the membrane is around -90mV, relative to the outside.
This voltage results from a particular combination of sodium (Na+), potassium (K+), chloride
(Cl−), and other anions. At rest, the concentration of Na+ is relatively high outside the
membrane and relatively low inside the membrane. The concentration of K+ follows an
opposite pattern,with a greater concentration inside themembrane, anda lower concentration
outside the membrane.

2.2.1.2 Themotor action potential

Because muscle membranes can change their electrical state, muscle fibers are excitable
tissues. When a muscle fiber is depolarised, the membrane potential produces a response
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Figure 2.5. Structure of a skeletal muscle, muscle fascicle and muscle fiber. Figure from the
OpenStax Anatomy and Physiology Textbook. Download for free at https://cnx.org/contents/
14fb4ad7-39a1-4eee-ab6e-3ef2482e3e22@15.1.

called the muscle fiber ation potential or more generally the motor action potential (MAP).
The generated action potential proceeds along the muscle fiber in both directions from the
neuromuscular junction (Kamen & Gabriel, 2010).1 In the first phase of the MAP, the Na+

permeability increases dramatically, inducing a massive income of Na+ into the cell. This
results in a temporary inversion of the cell polarity (see Figure 2.6).

The MAP is followed by a refractory period, characterised by a decrease in membrane
excitability. This refractory period can be further decomposed in an absolute refractory period
during which all Na+ channels are closed, and a relative refractory period where some Na+

channels are open (but to a lesser extent than before the MAP). Interestingly, this after-impulse
hyperpolarisation limits the frequency of MAPs (Kamen & Gabriel, 2010).

2.2.1.3 Themotor unit

The motor unit is the smallest controllable muscular unit. It consists in a single
α-motoneuron, its neuromuscular junction, andall themusclefibers it innervates. Thenumber
of motor units and their innervation ratio (i.e., the number of muscle fibers per motor unit)
can vary by muscle. Because a single motoneuron can innervate multiple muscle fibers, the
firing of a single motoneuron results in the simultaneous discharge of many muscle fibers. The
motor unit action potential (MUAP) is the electric field resulting from the sum of the electric
fields emitted by each fiber of the motor unit. In other words, it represents the spatiotemporal
summation of individual MAPs originating from muscle fibers that are sufficiently close to

1The neuromuscular junction is the site where the motoneuron meets the muscle fiber.
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Figure 2.6. Time course of a motor action potential (figure from Kamen & Gabriel, 2010).

a given electrode. This generates a train of MUAPs, called motor unit action potential trains
(MUAPTs). The mixture of MUAPTs coming from different motor units constitute the raw EMG
signal (cf. Figure 2.7).

Figure 2.7. Motor unit action potential representation (figure from De Luca et al., 2006).

To sumup, the EMG signal results fromamixture of recruitedmotor units: it is composed of
the sum of several to many MUAPTs. This signal can vary considerably because of factors such
as the muscle length (Babault, Pousson, Michaut, & Van Hoecke, 2003), the distance between
the muscle fiber (of interest) and the electrode, the fiber length or the muscle temperature. In
the next section, we discuss in more details how this signal can be acquired.
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2.2.2 EMG instrumentation and recording

Myoelectricmeasurements have a long history, starting in the XVII and XVIII centuries with
the classical observations that muscle contraction can generate electricity and that electrical
impulses can generate muscle contraction. The term of electromyography and the first EMG
measures were realised at the end of the XIXth century, and the quality of EMG measurements
did not cease to improve since (see Raez, Hussain, & Mohd-Yasin, 2006, for a brief historical
perspective).

Two main types of sensors have been used to record EMG signals, varying by their
invasiveness. First, indwelling (intramuscular) recordings can be acquired via electrodes
directly inserted into the muscle. This form of EMG is mostly used in rehabilitation, for
diagnosis of muscle function and to examine nerve conduction (Fridlund & Cacioppo, 1986).
Second, surface electromyography can be recorded at the surface of the skin. Each method
is associated with its own type of sensors, its own advantages and disadvantages. Surface
electrodes have the advantage of being easy to use and non-invasive. However, their use is
limited to (large and) superficialmuscles.Moreover, because of the phenomenonof cross-talk,2

it is difficult to isolate the activity of specific muscles using surface EMG. On the opposite,
intramuscular EMG (that can be recorded via a single needle or two wires implanted directly
into the muscle) are highly selective and can sometimes record the activity of individual motor
units. In addition, indwelling recordings are not submitted to tissue filtering (i.e., the fact that
muscles tissues act as low-pass filters), in contrast to surface recordings.

Because of the important crossing and superposition of facial muscles, surface EMG
recorded over facial muscles does not generally represent the activity of a single muscle, but
rather a mixture of muscle activations (De Luca, 1997; Rapin, 2011). As a result, it is usually
inappropriate, when using surface EMG, to attribute the recorded activity to a single muscle
(Fridlund & Cacioppo, 1986). Whereas for the sake of simplicity, we designate sensors by the
name of the underlying muscle of interest (e.g., “FRO” for the frontalis muscle), it should be
kept in mind that these sensors reflect the activity of “sites”, rather than the activity of single
muscles.

Aside from cross-talk, many other factors can affect the EMG signals. These factors are
usually described under three main categories (for more details, see De Luca, 1997):

• The causative factors, that have abasic effect onEMGsignals. These factors canbe further
subdivided into two classes: i) the extrinsic factors, including factors such as the type of
electrode (e.g., size, shape, placement) or the inter-electrode distance and ii) the intrinsic
factors such as physiological or anatomical factors (e.g., fiber type, fiber diameter, blood
flow).

2The phenomenon of cross-talk can be defined as the mixing of the electrical activity of the muscle of interest
with the electrical activity of adjacent or distant muscles, that are not of primary interest.
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• The intermediate factors. These are the physiological phenomena that are influenced by
one or more of the causative factors and that in turn influence the deterministic factors,
such as the conduction velocity, spatial filtering or the signal cross-talk.

• Finally, the deterministic factors are influenced by the intermediate factors and have a
direct effect on the EMG signal. These include the number of active motor units or the
amplitude, duration and shape of the MUAPs.

All these factors contribute to modulating both the amplitude of the EMG signal and its
spectral properties (e.g., its mean or median frequency). The importance of these perturbating
factors should be acknowledged and controlled as far as possible. In our work, we use a
state-of-the art surface EMG apparatus, specifically developed to tackle these issues, as well as
standardised procedures (more details regarding the EMG apparatus are provided in Chapters
3 to 5).

2.2.3 EMG signal processing

The raw EMG signal is a stochastic train of MUAPs. As put by Fridlund & Cacioppo (1986),
“when heard through a speaker, the raw EMG signal sounds like popcorn popping”. Therefore,
it is usually unsuitable for immediate quantification. In order to illustrate what the EMG
signal looks like, we simulated EMG data based on a standard algorithm implemented in
the biosignalEMG package (Guerrero & Macias-Diaz, 2018). This simulated EMG signal is
represented in Figure 2.8.
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Figure 2.8. Simulated EMG signal.

We usually rectify the EMG signal by taking its absolute value and subtracting the mean
in order to correct for any offset (bias) present in the raw data. The result of this operation is
represented in Figure 2.9.
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Figure 2.9. Rectified EMG signal.

Then, the signal is usually low-pass filtered, with a cut-off frequency depending on the
nature of the study. From there, two main measures can be used to represent the magnitude of
the muscle activity.3 The first one is the mean absolute value (MAV), which is computed over a
specific interval of N samples. Its formula is given below, where |xn | is the absolute value of an
EMG sample in the data window.

M AV = 1

N

N∑
n=1

|xn |

The unit of measurement is usually the mV and the MAV calculation is generally similar
to the numerical formula for integration (Kamen & Gabriel, 2010). The second one is the
root-mean-square (RMS) amplitude:

RMS =
√√√√ 1

N

N∑
n=1

x2
n

where x2
n is the squared value of each EMG sample and has both physical and physiological

meanings. Put broadly, the RMS it taken to reflect the level of the physiological activities in the
motor unit during contraction. Both the MAV and the RMS are illustrated in Figure 2.10.

These features provide the envelope of the rectified EMG signal. This envelope can then be
summarised (e.g., via its mean or median) over a period of interest (e.g., during the utterance
of some phoneme).

3But see for instance Phinyomark, Nuidod, Phukpattaranont, & Limsakul (2012), for a brief overview of other
features that can be extracted from the surface EMG signal.

60



2.3. STATISTICAL MODELLING AND STATISTICAL INFERENCE

Time (samples)

R
e

c
tif

ie
d

 E
M

G
 s

ig
n

a
l

0 2000 4000 6000 8000 10000

0
1

2
3

4
5

6
7

Figure 2.10. Illustration of the MAV (in orange) and RMS (in green) values. These two features
are usually highly correlated but differ in magnitude. More precisely, the RMS is proportional
to the MAV when the signal has a Gaussian shape.

2.3 Statistical modelling and statistical inference

2.3.1 Limitations of the standard statistical approach in Psychology

Numerous authors have highlighted the limitations inherent to the Null-Hypothesis
SignificanceTesting (NHST) approach and the (exclusive) reliance onp-values and significance
testing (e.g., Bakan, 1966; Gigerenzer, 2004; Kline, 2004; Lambdin, 2012; Meehl, 1967; Trafimow
et al., 2018). Considering these limitations, some authors have recommended to push away
significance testing and to develop the use of effect size estimates and confidence intervals
in order to favour accumulation of evidence and a meta-analytical mode of thinking (e.g.,
Cumming, 2012, 2014).

However, the apparent superiority of confidence intervals over p-values is an illusion.
Indeed, as noted by many observers, confidence intervals are simply inverted significance
tests. In other words, the confidence interval represents the range of values that are significant
at some α level. Therefore, compared to a p-value, a confidence interval does not bring any
new inferential value. Moreover, its interpretation might be as hard as the interpretation of
p-values. For instance, contrary to a widely shared belief, confidence intervals do not contain
the (1−α) ·100% most probable values of the parameter (e.g., Morey, Hoekstra, Rouder, Lee, &
Wagenmakers, 2015; Nalborczyk et al., 2019b).

That being said, it is fair to acknowledge that using confidence intervals (instead of
or in addition to single p-values) does shift the emphasis from a mechanical (mindless)
point-hypothesis testing procedure to a more careful consideration of the range of values that
are compatible with some hypothesis. More importantly, it emphasises the uncertainty that
accompanies every statistical procedure. Indeed, we think that most of the caveats that are
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attributed to a specific statistical procedure (e.g., to NHST) are really caveats of the way it is
used. Namely, the fact that it is used in a categorical and absolute way. This tendency has
been coined as dichotomania (i.e., the tendency to consider that results are either present –if
significant– or absent –if non-significant), or trichotomania (e.g., when considering evidence
ratios thresholds).

These biases have been highlighted by many statisticians in the past (e.g., Wasserstein
& Lazar, 2016). Very recently, The American Statistician published a special issue on Moving
to a World Beyond “p<.05”, with the intention to provide new recommendations for users
of statistics (e.g., researchers, policy makers, journalists). This issue comprises 43 original
papers aiming to provide new guidelines and practical alternatives to the “mindless” use of
statistics. In the accompanying editorial, Wasserstein, Schirm, & Lazar (2019) summarise these
recommendations in the form of the ATOM guidelines: “Accept uncertainty. Be thoughtful,
open, and modest.” We describe below how our statistical approach might be understood in
light of these core principles.

• Accept uncertainty: we try to represent and to acknowledge uncertainty in our analyses
and conclusions. For instance, we do not conclude and/or infer that an effect is either
“present” or “absent”, but we report the estimated magnitude of the effect and the
uncertainty that comes with this estimation. Additionally, when relevant, we report
probabilistic statements based on the posterior distribution.

• Be thoughtful: for each analysis opportunity (i.e., for each dataset to analyse),
we consider what would be the most appropriate modelling strategy but we also
acknowledge that there is no unique best way to analyse a given dataset. In most
empirical chapters, we clearly distinguish between confirmatory (preregistered) and
exploratory (non-preregistered) statistical analyses. We routinely evaluate the validity
of the statistical model (and of its assumptions) and we are suspicious of statistical
defaults. We try to consider the practical significance of the results, rather than their
statistical significance. We use a variety of statistics (e.g., effect sizes, interval estimates,
information criteria) to obtain a more diverse picture of the meaning of the results.

• Be open: the soundness of a statistical procedure (and more generally, of an inferential
procedure) can only be evaluated if it is made transparent to peers and readers for
critical examination. Therefore, we take some space in the next section (but also in each
experimental chapter) to motivate our statistical modelling decisions.We also make all R
scripts available to ensure the reproducibility of the analyses. We try to be exhaustive in
the way we report our analyses and we beware of shortcuts than could hinder important
information to the reader.

• Be modest: we recognise that there is no unique “true statistical model” and we
discuss the limitations of our analyses and conclusions. We also recognise that scientific
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inference is much broader than statistical inference and we try not to conclude anything
from a single study without the warranted uncertainty.

To sum up, we try to acknowledge the uncertainty that accompanies every (statistical)
inference. In the next section, we present in more details what our approach does entail and
we introduce some key technical concepts.

2.3.2 Our statistical approach

In brief, we tried to move from the point-hypothesis mechanical testing to an approach
that emphasises parameter estimation, model comparison, and continuous model expansion
(e.g., Cumming, 2012, 2014; Gelman et al., 2013; Gelman&Hill, 2006; Judd,McClelland, &Ryan,
2009; Kruschke, 2015; Kruschke & Liddell, 2018a, 2018b; McElreath, 2016a). In other words, our
approach can be defined as a statistical modelling approach rather than a statistical testing
approach. Itmeans thatwe try tomodel the data (or rather the process that generated the data),
rather than to “test” it. We carefully consider what could be the process that generated the data
and we try to model it appropriately. For instance, we do not fit reaction time data, Likert data,
or electromyographic data using the same model, as this practice would lead to high rates of
erroneous inferences.

Throughout this work, we use Bayesian statistical modelling, not by dogmatism, but
because we think the Bayesian approach provides richer inferences than the frequentist one.
The main advantage of the Bayesian approach is the explicit use of probability to model
the uncertainty (see Box 2.1). By doing so, the Bayesian approach permits to evaluate the
probability of a parameter (or a vector of parameters) θ, given a set of data y :

p(θ|y) = p(y |θ)p(θ)

p(y)

Using this equation (known as Bayes’ theorem), a probability distribution p(θ|y) can be
derived (called the posterior distribution), that reflects knowledge about the parameter, given
the data and the prior information. This distribution is the goal of any Bayesian analysis and
contains all the information needed for inference.

The term p(θ) corresponds to the prior distribution, which specifies the prior information
about the parameters (i.e., what is known about θ before observing the data) as a probability
distribution. The left hand of the numerator p(y |θ) represents the likelihood, also called the
sampling distribution or generativemodel, and is the function throughwhich the data affect the
posterior distribution. The likelihood function indicates how likely the data are to appear, for
each possible value of θ. Finally, p(y) is called themarginal likelihood. It is meant to normalise
the posterior distribution, that is, to scale it in the “probability world”. It gives the “probability
of the data”, summing over all values of θ and is described by p(y) =∑

θ p(θ)p(y |θ) for discrete
parameters, and by p(y) = ∫

p(θ)p(y |θ)dθ in the case of continuous parameters.
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All this pieced together shows that the result of a Bayesian analysis, namely the posterior
distribution p(θ|y), is given by the product of the information contained in the data (i.e.,
the likelihood) and the information available before observing the data (i.e., the prior). This
constitutes the crucial principle of Bayesian inference, which can be seen as an updating
mechanism. To sum up, Bayes’ theorem allows a prior state of knowledge to be updated to a
posterior state of knowledge, which represents a compromise between the prior knowledge
and the empirical evidence.

Box 2.1: Probability theory as extended logic

Probability theory has been argued to be nothing more than extended logic. In other
words, it generalises the rules of logic that apply to discrete events (e.g., TRUE or FALSE
events) to continuous events. By doing this move, probability theory gives a way to
represent and to quantify the uncertainty. Importantly, the rules of probability have
the same status as the rules of logic: these rules can be used to derive statements
(conclusions) that are guaranteed to be correct given that some premises are correct.

Bayesian statistics can simply be presented as an application of probability theory to
statistical analysis. Whereas the dependence of the inferential conclusions on prior
assumptions is sometimes presented as a downside of this type of analysis, it is precisely
whatmakes themoptimal or coherent (in the senseof respecting the rules of probability).
As put by Vandekerckhove (2018), the claim that Bayesianmethodswould be invalidated
by their reliance on prior assumptionswould be akin to conclude that logical deductions
are somehow invalidated because they depend on premises.

We also use multilevel models (also known as mixed-models) to handle complex
dependency structures and to obtain more precise estimates. A more accurate description
of Bayesian multilevel models is outside the scope of this introductory section but the
interested reader is redirected toward several existing tutorial papers (e.g., Nalborczyk et al.,
2019a; Nicenboim & Vasishth, 2016; Sorensen, Hohenstein, & Vasishth, 2016) or Appendix A.
Throughout this work, we also make use of several tools with very distinct properties and
uses. For instance, we use Bayes factors (BFs) to quantify the relative evidence for a statistical
hypothesis (see Box 2.2), we use information criteria to assess the predictive abilities of our
models (see Box 2.3), we use posterior predictive checks as well as a diagnostics tools (e.g.,
convergence indexes, trace plots) to assess the validity of our models, and we use summary
statistics when appropriate to convey the meaning of the main results.
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Box 2.2: What is a Bayes factor ?

It is a rule in statistics that every statistics has already been suggested as the new
statistics. Confidence intervals have been suggested as a replacement to p-values, being
purportedly more informative and less difficult to interpret. Credible intervals have
been suggested as a replacement to confidence intervals, for roughly the same reasons.
Bayesian hypothesis testing through Bayes factors (BFs) has also been suggested as
a replacement for frequentist hypothesis testing. It has been argued that they permit
a richer inference and that they come with a more straightforward interpretation.
Whereas this might be true, they nonetheless come with their lot of misinterpretations.

To highlight what BFs are and what they are not, it might be useful to write down the
formula used to compute them. To this end, it is useful to write the Bayes rule in its odds
form, making the BF explicitly visible:

p(H0|D)

p(H1|D)︸ ︷︷ ︸
poster i or odd s

= p(D|H0)

p(D|H1)︸ ︷︷ ︸
B ayes f actor

× p(H0)

p(H1)︸ ︷︷ ︸
pr i or odd s

This equation reveals that the posterior odds, the ratio of the posterior probability (i.e.,
how much more probable is hypothesis 1 (H1) as compared to hypothesis 2 (H2), after
seeing the data D), is equal to the ratio of the probability of the data given the first
hypothesis and the probability of the data given the second hypothesis, multiplied by
the prior odds (i.e., how much more probable was hypothesis 1 (H1) as compared to
hypothesis 2 (H2), before seeing the data D).

Importantly, what we consider as evidence in the Bayesian framework is also known as
a marginal likelihood and represents the information contained in the data, weighted
by the prior information. It is a sum when parameters are discrete or an integral when
parameters are continuous.

evidence = p(D|H) =
∫

p(θ|H)p(D|θ, H)dθ

Therefore, the BF does not indicate how much ”probable” a hypothesis is, or how much
moreprobable ahypothesis is, compared to another one (thiswouldbe to conflate theBF
with the posterior odds). Instead, the BF can be (should be) interpreted either i) as a ratio
of twomarginal likelihoods (i.e., a ratio of evidence) or ii) as anupdating factor, indicating
how we should reallocate credibility from prior knowledge (what we knew before seeing
the data) to posterior knowledge (what we know after seeing the data).

Bayes factors are often said to have desirable asymptotic (i.e., when the number of
observations is very large) properties. Indeed, they are consistent for model identification. It
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means that if a “true” statistical model is in the set of models that are compared, using a BF will
usually lead to selecting this “true” model with a probability approaching 1 with increasing
sample size. Whether this seems an appealing property or not depends on the underlying
statistical philosophy. Indeed, one could question whether it is sensible to assume a “true
model” (an oxymoron) in real life, especially in the social sciences (e.g., Burnham & Anderson,
2002, 2004). As Findley (1985) notes: “[…] consistency can be an undesirable property in the
context of selecting a model”. A more realistic question is then not to look for the “true” model,
but rather for the best model for some practical purpose.

The usefulness of information criteria comes from them being approximations of the
out-of-sample deviance (see Box 2.3). In the present work, we used generalisations of the AIC
(especially theWAICandLOOIC) that also approximate the out-of-sample deviance andas such
give an indication of how good/bad a model is to predict future (i.e., non-observed) data.

Box 2.3: Information criteria

Hirotugu Akaike noticed that the negative log-likelihood of amodel + 2 times its number
of parameterswas approximately equal to theout-of-sampledevianceof amodel,which
led to what is nowadays famously known as the Akaike information criterion (AIC):

AIC=−2log(L (θ̂|data))︸ ︷︷ ︸
in-sample deviance

+2K

︸ ︷︷ ︸
≈ out-of-sample deviance

where K is the number of parameters of the model and the deviance is a measure of
discrepancy between the data and the model.

Importantly, we make a distinction between two types of deviances. First, the in-sample
deviance indicates how bad a model is to explain the current dataset (the dataset used
to fit the model). Second, and more importantly, the out-of-sample deviance indicates
how bad a model is to explain a future dataset issued from the same data generation
process (the same population).

In brief, in the present work, we used various methods but coherently with a few (nuanced)
guiding principles. Namely, we favoured a model comparison approach (e.g., Burnham
& Anderson, 2002, 2004; Judd et al., 2009), we used several statistics when they provide
complementary information (e.g., using both posterior probabilities, information criteria or
BFs), we assessed the validity of our models (e.g., via posterior predictive checks), we reported
these analyses transparently, and we tried to convey uncertainty in our conclusions.
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2.4 Overview of the following chapters

The experiments carried out during this PhD will be presented as five empirical chapters
that can be grouped under two main axes. In the first couple of experiments, we used
surface electromyography and muscle-specific relaxation to investigate the involvement of the
speech motor system during induced verbal and non-verbal rumination (Chapter 3 & 4). In
Chapter 5, we used surface electromyography and machine learning algorithms to decode the
muscle-specific EMG correlates of inner speech production. In the last couple of experiments,
we switched strategy from the “correlates strategy” to the “interference strategy”,where the goal
was to directly interfere with the activity of the speech motor system. More precisely, we used
articulatory suppression to disrupt induced rumination in Chapter 6, and we used articulatory
suppression to disrupt either induced rumination or problem-solving in Chapter 7. Finally,
in Chapter 8, we summarise the main findings, discuss their implications and suggest ways
forward from both a theoretical and an experimental perspective.
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Orofacial electromyographic correlates of induced verbal

rumination

Rumination is predominantly experienced in the form of repetitive verbal thoughts and
can therefore be considered as a particular case of inner speech. According to the
Motor Simulation view, inner speech is a kind of motor action, recruiting the speech

motor system. In this framework, we predicted an increase in speech muscle activity during
rumination as compared to rest. We also predicted increased forehead activity, associated with
anxiety during rumination. We measured electromyographic activity over the orbicularis oris
superior and inferior, frontalis and flexor carpi radialis muscles. Results showed increased
lip and forehead activity after rumination induction compared to an initial relaxed state,
together with increased self-reported levels of rumination. Moreover, our data suggest that
orofacial relaxation is more effective in reducing rumination than non-orofacial relaxation.
Altogether, these results support the hypothesis that verbal rumination involves the speech
motor system, and provide a promising psychophysiological index to assess the presence of
verbal rumination.1

3.1 Introduction

As humans, we spend a considerable amount of time reflecting upon ourselves, thinking
about our own feelings, thoughts and behaviors. Self-reflection enables us to create and clarify
themeaningof past andpresent experiences (Boyd&Fales, 1983;Nolen-Hoeksemaet al., 2008).

1This experimental chapter is a publishedpaper reformatted for the needof this thesis. Source:Nalborczyk, L.,
Perrone-Bertolotti, M., Baeyens, C., Grandchamp, R., Polosan,M., Spinelli, E.,… Lœvenbruck, H. (2017). Orofacial
ElectromyographicCorrelatesof InducedVerbalRumination.BiologicalPsychology, 127, 53-63. https://dx.doi.org/
10.1016/j.biopsycho.2017.04.013. Preprint and open data are available at: https://osf.io/882te/.
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However, this process can lead to unconstructive consequences when self-referent thoughts
become repetitive, abstract, evaluative, and self-critical (Watkins, 2008).

Indeed, rumination is most often defined as a repetitive and recursive mode of responding
to negative affect (Rippere, 1977) or life situations (Robinson & Alloy, 2003). Although
rumination is a common process that can be observed in the general population (Watkins,
2008), it has been most extensively studied in depression and anxiety. Depressive rumination
has been thoroughly studied by Susan Nolen-Hoeksema, who developed the Response
Style Theory (RST, Nolen-Hoeksema, 1991). According to the RST, depressive rumination is
characterized by an evaluative style of processing that involves recurrent thinking about the
causes, meanings, and implications of depressive symptoms. Even though rumination can
involve several modalities (i.e., visual, sensory), it is a predominantly verbal process (Goldwin
&Behar, 2012;McLaughlin et al., 2007). In this study, we focus on verbal rumination, which can
be conceived of as a particularly significant form of inner speech.

Inner speech or covert speech can be defined as silent verbal production in one’s mind
or the activity of silently talking to oneself (Zivin, 1979). The nature of inner speech is still a
matter of theoretical debate (for a review, see Perrone-Bertolotti et al., 2014). Two opposing
views have been proposed in the literature: the Abstraction view and the Motor Simulation
view. TheAbstraction view describes inner speechasunconcernedwith articulatory or auditory
simulations and as operating on an amodal level. It has been described as “condensed,
abbreviated, disconnected, fragmented, and incomprehensible to others” (Vygotsky, 1987). It
has been argued that important words or grammatical affixes may be dropped in inner speech
(Vygotsky, 1987) or even that the phonological form or representation of inner words may be
incomplete (Dell & Repka, 1992; Sokolov, 1972). MacKay (1992) stated that inner speech is
nonarticulatory and nonauditory and that “Even the lowest level units for inner speech are
highly abstract” (p. 122).

In contrast with this Abstraction view, the physicalist or embodied view considers inner
speech production as mental simulation of overt speech production. As such, it can be
viewed as similar to overt speech production, except that the motor execution process is
blocked and no sound is produced (Grèzes & Decety, 2001; Postma & Noordanus, 1996).
Under this Motor Simulation view, a continuum exists between overt and covert speech,
in line with the continuum drawn by Decety & Jeannerod (1995) between imagined and
actual actions. This hypothesis has led certain authors to claim that inner speech by essence
should share features with speech motor actions (Feinberg, 1978; S. R. Jones & Fernyhough,
2007b). The Motor Simulation view is supported by several findings. First, covert and overt
speech have comparable physiological correlates: for instance, measurements of speaking
rate (Landauer, 1962) and respiratory rate (Conrad & Schönle, 1979) are similar in both. A
prediction of the Motor Simulation view is that the speech motor system should be recruited
during inner speech. Subtle muscle activity has been detected in the speech musculature
using electromyography (EMG) during verbal mental imagery, silent reading, silent recitation
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(Jacobson, 1931; Livesay et al., 1996; McGuigan & Dollins, 1989; Sokolov, 1972), and during
auditory verbal hallucination in patients with schizophrenia (Rapin et al., 2013). Second, it has
been shown that covert speech production involves a similar cerebral network as that of overt
speech production. Covert and overt speech both recruit essential language areas in the left
hemisphere (for a review, see Perrone-Bertolotti et al., 2014). However, there are differences.
Consistent with the Motor Simulation view and the notion of a continuum between covert
and overt speech, overt speech is associated with more activity in motor and premotor areas
than inner speech (e.g., Palmer et al., 2001). This can be related to the absence of articulatory
movements during inner verbal production. In a reciprocal way, inner speech involves cerebral
areas that are not activated during overt speech (Basho et al., 2007). Some of these activations
(cingulate gyrus and superior rostral frontal cortex) can be attributed to the inhibition of overt
responses.

These findings suggest that the processes involved in overt speech include those required
for inner speech (except for inhibition). Several studies in patients with aphasia support
this view: overt speech loss can either be associated with an impairment in inner speech
(e.g., Levine, Calvanio, & Popovics, 1982; Martin & Caramazza, 1982) or with intact inner
speech: only the later phases of speech production (execution) being affected by the lesion
(Baddeley & Wilson, 1985; Marshall, Rappaport, & Garcia-Bunuel, 1985; Vallar & Cappa, 1987).
Geva, Bennett, Warburton, & Patterson (2011) have reported a dissociation that goes against
this view, however. In three patients with chronic post-stroke aphasia (out of 27 patients),
poorer homophone and rhyme judgement performance was in fact observed in covert mode
compared with overt mode. A limitation of this study, though, was that the task was to detect
rhymes in written words, which could have been too difficult for the patients. To overcome this
limitation, Langland-Hassan, Faries, Richardson, & Dietz (2015) have tested aphasia patients
with a similar task, using images rather than written words. They also found that most patients
performed better in the overt than in the covert mode. They inferred from these results
that inner speech might be more demanding in terms of cognitive and linguistic load, and
that inner speech may be a distinct ability, with its own neural substrates. We suggest an
alternative interpretation to this dissociation. According to our view, rhyme and homophone
judgements rely on auditory representations of the stimuli (e.g., Paulesu, Frith, & Frackowiak,
1993). Overt speech provides a strong acoustic output that is fed back to the auditory cortex
and can create an auditory trace, which can be used to monitor speech. In the covert mode,
the auditory output is only mentally simulated, and its saliency in the auditory system is
lesser than in the overt mode. This is in accordance with the finding that inner speech is
associated with reduced sensory cortex activation compared with overt speech (Shuster &
Lemieux, 2005). In patients with aphasia, the weakened saliency of covert auditory signals
may be accentuated for two reasons: first, because of impairment in the motor-to-auditory
transformation that produces the auditory simulation, and second, because of associated
auditory deficits. Therefore, according to our view, the reduced performance observed in
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rhyme and homophone judgement tasks in the covert compared with the overt mode in
brain-injured patients, simply indicates a lower saliency of the auditory sensations evoked
during inner speechcomparedwith theactual auditory sensations fedbackduringovert speech
production. In summary, these findings suggest that overt and covert speech share common
subjective, physiological and neural correlates, supporting the claim that inner speech is a
motor simulation of overt speech.

However, the Motor Simulation view has been challenged by several experimental results.
Examining the properties of errors during the production of tongue twisters, Oppenheim &
Dell (2010) showed that speech errors display a lexical bias in both overt and inner speech.
According to these researchers, errors also display a phonemic similarity effect (or articulatory
bias), a tendency to exchange phonemes with common articulatory features, but this second
effect is only observed with overt speech or with inner speech accompanied with mouthing.
This has led Oppenheim & Dell (2010) to claim that inner speech is fully specified at the lexical
level, but that it is impoverished at lower featural (articulatory) levels. This claim, related to
the Abstraction view, is still debated however, as a phonemic similarity effect has been found
by Corley et al. (2011). Their findings suggest that inner speech may in fact be specified at the
articulatory level, even when there is no intention to articulate words overtly. Other findings
however, may still challenge the Motor Simulation view. Netsell, Ashley, & Bakker (2010) have
examined covert and overt speech in persons who stutter (PWS) and typical speakers. They
have found that PWSwere faster in covert than in overt speechwhile typical speakers presented
similar overt and covert speech rates. This can be interpreted in favour of the Abstraction view,
in which inner representations are not fully specified at the articulatory level, which would
explain why they are not disrupted in PWS speech. Altogether, these results suggest that full
articulatory specification may not always be necessary for inner speech to be produced.

The aim of this study is to examine the physiological correlates of verbal rumination in
an attempt to provide new data in the debate between motor simulation and abstraction. A
prediction of the Motor Simulation view is that verbal rumination, as a kind of inner speech,
should be accompanied with activity in speech-related facial muscles, as well as in negative
emotion or anxiety-related facial muscles, but should not involve non-facial muscles (such as
arm muscles). Alternatively, the Abstraction view predicts that verbal rumination should be
associatedwith an increase in emotion-related facial activity, without activity in speech-related
muscles and non-facial muscles.

There is strong interest in the examination of physiological correlates of rumination
as traditional assessment of rumination essentially consists of self-reported measures.
The measurement of rumination as conceptualized by Nolen-Hoeksema (1991) was
operationalized by the development of the Ruminative Response Scale (RRS), which is
a subscale of the response style questionnaire (Nolen-Hoeksema & Morrow, 1991). The
RRS consists of 22 items that describe responses to dysphoric mood that are self-focused,
symptom-focused, and focused on the causes and consequences of one’s mood. Based on this
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scale, Treynor et al. (2003) have offered a detailed description of rumination styles and more
recently, Watkins (2008) has further characterized different modes of rumination. The validity
of these descriptions is nevertheless based on the hypothesis that individuals have direct and
reliable access to their internal states. However, self-reports increase reconstruction biases
(e.g., Brewer, 1986; Conway, 1990) and it is well known that participants have a very low level of
awareness of the cognitive processes that underlie and modulate complex behaviors (Nisbett
& Wilson, 1977).

In order to overcome these difficulties, some authors have attempted to quantify
state rumination and trait rumination more objectively, by recording physiological or
neuroanatomical correlates of rumination (for a review, see Siegle & Thayer, 2003).
Peripheral physiological manifestations (e.g., pupil dilation, blood pressure, cardiac rhythm,
cardiac variability) have been examined during induced or chronic rumination. Vickers &
Vogeltanz-Holm (2003) have observed an increase in systolic blood pressure after rumination
induction, suggesting the involvement of the autonomic nervous system in rumination.
Moreover, galvanic skin response has shown to be increased after a rumination induction, in
highly anxious women (Sigmon et al., 2000). According to Siegle & Thayer (2003), disrupted
autonomic activity could provide a reliable physiological correlate of rumination. In this line,
Key et al. (2008) have observed a diminution of the high-frequency component of heart rate
variability (HF-HRV) after rumination induction in people with a low tendency to ruminate
(see also Woody et al., 2014). A consistent link between perseverative cognition and decreased
HRV was also found in a meta-analysis conducted by Ottaviani et al. (2015). Based on these
positive results and on suggestions that labial EMG activity may accompany inner speech and
therefore rumination, our aimwas to examine facial EMGas a potential correlate of rumination
and HRV as an index to examine concurrent validity.

In addition to labial muscular activity, we also recorded forehead muscular activity (i.e.,
frontalis muscle) because of its implication in prototypical expression of sadness (e.g., Ekman
& Friesen, 1978; Kohler et al., 2004), reactions to unpleasant stimuli (Jäncke et al., 1996),
and anxiety or negative emotional state (Conrad & Roth, 2007).2 Our hypothesis was that
frontalis activity could be an accurate electromyographic correlate of induced rumination, as
a negatively valenced mental process.

In this study, we were also interested in the effects of relaxation on induced rumination.
Using a relaxation procedure targeted on muscles involved in speech production is a further
way to test the reciprocity of the link between inner speech (verbal rumination) and orofacial

2The corrugator supercilii was another potential site, as it is sensitive to negative emotions. However, it has
been claimed to bemostly activated for strong emotions such as fear/terror, anger/rage and sadness/grief (Ekman
&Friesen, 1978; Sumitsuji,Matsumoto, Tanaka,Kashiwagi, &Kaneko, 1967). The rumination inductionused in this
study was designed to have participants self-reflect and brood over their failure at the I.Q. test. It was not meant
to induce such strong emotions. Several studies have reported increased activity in the frontalis muscle at rest in
anxious or generalized anxiety disorder patients (for a review, see Conrad & Roth, 2007). We expected the type of
emotional state induced by rumination to be closer to anxiety or worry than to strong emotions like fear, anger
or grief. It was therefore more appropriate to record non-speech facial activity in the frontalis rather than in the
corrugator.
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muscle activity. If verbal rumination is a kind of action, then its production should be
modulated in return by the effects of relaxation on speech effectors. This idea is supported
by the results of (among others) Cefidekhanie, Savariaux, Sato, & Schwartz (2014), who have
observed substantial perturbationsof inner speechproductionwhileparticipantshad to realize
forced movements of the articulators.

In summary, the current study aimed at evaluating the Motor Simulation view and the
Abstraction view by using objective and subjective measures of verbal rumination. To test
the involvement of the orofacial motor system in verbal rumination, we used two basic
approaches. In the first approach, we induced verbal rumination and examined concurrent
changes in facialmuscle activity (Experiment 1). In the secondapproach,we examinedwhether
orofacial relaxation would reduce verbal rumination levels (Experiment 2). More specifically,
in Experiment 1, we aimed to provide an objective assessment of verbal rumination using
quantitative physiological measures. Thus, we used EMG recordings of muscle activity during
rumination, focusing on the comparison of speech-related (i.e., two lip muscles − orbicularis
oris superior and orbicularis oris inferior) and speech-unrelated (i.e., forehead −frontalis- and
forearm − flexor carpi radialis) muscles. Under the Motor Simulation view, an increase in lip
and forehead EMG activity should be observed after rumination induction, with no change in
forearm EMG activity, associated with an increase in self-reported rumination. Alternatively,
under theAbstraction view, an increase in foreheadactivity shouldbeobserved, associatedwith
an increase in self-reported rumination, and no changes in either lip or forearm activity should
be noted.

In Experiment 2, in order to assess the reciprocity of the rumination and orofacial motor
activity relationship, we evaluated the effects of orofacial relaxation on rumination. More
specifically, we compared three kinds of relaxation: i) Orofacial Relaxation (i.e., lip muscles), ii)
Arm Relaxation (i.e., to differentiate effects specific to speech-related muscle relaxation) and
iii) Story Relaxation (i.e., to differentiate effects specific to attentional distraction). If the Motor
simulation view is correct, we predicted a larger decrease of lip and forehead muscle activity
after an Orofacial Relaxation than after an Arm Relaxation (associated with a larger decrease in
self-reported rumination), which should also be larger than after listening to a story. We also
predicted that forearm activity should remain stable across the three conditions (i.e., should
not decrease after relaxation). Alternatively, if the Abstraction view is correct, we predicted that
none of the relaxation conditions should have an effect on lip or arm activity, because none
of these should have increased after induction. However, we expected to observe a decrease in
forehead activity and self-reported rumination after Orofacial or Arm relaxation, this decrease
being larger than after listening to a Story. Importantly, wepredicted that, under theAbstraction
View no superiority of the Orofacial relaxation should be observed over the Arm relaxation.
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3.2 Methods

3.2.1 Participants

Because of the higher prevalence of rumination in women than in men (see Johnson
& Whisman, 2013, for a recent meta-analysis), we chose to include female participants
only. Seventy-two female undergraduate students from Univ. Grenoble Alpes, native French
speaking, participated in our study. One participant presenting aberrant data (probably due to
inadequate sensor sticking) was removed fromanalyses. Final sample consisted of seventy-one
undergraduate female students (Mage = 20.58, SDage = 4.99). They were recruited by e-mail
diffusion lists and participated in the experiment for course credits. They did not know the
goals of the study. The cover story presented the research as aiming at validating a new
I.Q. test, more sensitive to personality profiles. Participants reported having no neurologic or
psychiatricmedical history, no languagedisorder, nohearing deficit, and takingnomedication.
Each participant gave written consent and this study has been approved by the local ethical
committee (CERNI, N° 2015-03-03-61).

3.2.2 Material

EMG signals were detected with TrignoTM Mini sensors (Delsys Inc.) at a sampling rate
of 1926 samples/s with a band pass of 20 Hz (12 dB/ oct) to 450 Hz (24 dB/oct) and were
amplified by a TrignoTM 16-channel wireless EMG system (Delsys Inc.). The sensors consisted
of two 5 mm long, 1 mm wide parallel bars, spaced by 10 mm, which were attached to the
skin using double-sided adhesive interfaces. The skin was cleaned by gently scrubbing it with
70% isopropynol alcohol. EMG signals were then synchronized using the PowerLab 16/35
(ADInstrument, PL3516). Raw data from the EMG sensors were then resampled at a rate of
1 kHz and stored in digital format using Labchart 8 software (ADInstrument, MLU60/8). As
shown in Figure 3.1, bipolar surface EMG recordings were obtained from two speech-related
labialmuscles: orbicularis oris superior (OOS) and orbicularis oris inferior (OOI), aswell as from
one non speech-related but negative-affect-related facialmuscle: frontalis (FRO) and fromone
non-facial and non speech-related muscle: flexor carpi radialis (FCR) on the non-dominant
forearm. The latter pair of electrodes was used to check whether the rumination induction
would cause any muscle contraction, outside of the facial muscles. The same sensor layout
was used for all participants. Asymmetrical movements of the face have been shown in speech
and emotional expression. As reviewed in Everdell, Marsh, Yurick, Munhall, & Paré (2007), the
dominant side of the face displays larger movements than the left during speech production,
whereas the non-dominant side is more emotionally expressive. To optimise the capture of
speech-related activity, the OOS and OOI sensors were therefore positioned on the dominant
side of the body (i.e. the right side for right-handed participants). To optimise the capture
of emotion-related activity, the FRO sensor was positioned on the non-dominant side. To
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minimise the presence of involuntary manual gestures during the recording, the FCR sensor
was positioned on the non-dominant side. Each pair of electrodes was placed parallel with
the direction of the muscle fibers, at a position distant from the innervation zones and the
muscle tendon interface, following the recommendations of De Luca (1997). The experiment
was video-monitored using a Sony HDR-CX240E video camera to track any visible facial
movements. A microphone was placed 20–30 cm away from the participant’s lips to record
any faint vocal production during rumination. Stimuli were displayed with E-prime 2.0 (http:
//www.pstnet.com) on a 19-inch color monitor.

Figure 3.1. Facial muscles of interest. Two speech-related labial muscles: orbicularis oris
superior (OOS) and orbicularis oris inferior (OOI); as well as one non speech-related but
sadness-related facial muscle: frontalis (FRO).

3.2.3 Procedure

This study consisted of two parts. The first part was carried out a week before the EMG
experiment and consisted in checking the inclusion criteria. We checked that participants
did not exceed a threshold on a depressive symptoms scale. This was assessed using the
French version of the Center for Epidemiologic Studies Depression scale (CES-D, Fuhrer &
Rouillon, 1989), which evaluates the level of depressive symptom in subclinical population.
We also collected information about any potential speech, neurologic, neuromuscular or
cardiac disorders and about academic curriculum. Finally, the tendency to ruminate (i.e.,
trait rumination) in daily life was evaluated using the French version of the Mini-CERTS
(Cambridge-Exeter Repetitive Thought Scale, Douilliez et al., 2012). The second part included
two EMG interdependent experiments related to Rumination Induction and Rumination
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Reduction byMuscle Relaxation. Specifically, Experiment 1 consisted of acquiring physiological
EMG data during rest and induced rumination and Experiment 2 consisted of acquiring
physiological EMG data after different kinds of relaxation (see below).

During both Experiment 1 and Experiment 2, momentary rumination was assessed using
four different Visual Analogue Scales (VAS, the first two being adapted and translated to French
from Huffziger et al., 2012) rated from 0 to 100: i) “At this moment, I am thinking about my
feelings” (referred to as VAS “Feelings”), ii) “At this moment, I am thinking about my problems”
(referred to as VAS “Problems”), iii) “At this moment, I am brooding about negative things”
(referred to as VAS “Brooding”) and iv) “At this moment, I am focused on myself” (referred to as
VAS “Focused”).

3.2.3.1 Experiment 1: rumination induction

Participants were seated in front of a computer screen in a comfortable and quiet room.
EMG sensors were positioned as explained above (see Figure 3.1). Before the rumination
induction, each participant underwent a non-specific relaxation session (i.e., without targeting
specific muscles) in order to minimize inter-individual initial thymic variability (approximate
duration: 330s). Immediately after, participants were instructed to remain silent and not to
move for one minute to carry out EMG “baseline” measurements. Then, participants’ initial
level of rumination was assessed using the four VASs.

Subsequently, participants were invited to perform a 15-min I.Q. test, which was presented
on the computer screen facing them. They were instructed to correctly respond to three
types of I.Q. questions (logical, mathematical and spatial-reasoning questions) in a very short
time (30s). Most of the questions were very difficult, if not impossible, to correctly answer
in 30s. We included ten different questions for each of the three types of I.Q. question: ten
logical questions (e.g., finding the next number of a Fibonacci sequence), ten mathematical
questions (e.g., “What is the result of the following calculus: (30/165) − (70/ 66)”) and ten
spatial-reasoning questions (e.g., finding the next figure of a series). Forced-failure tasks
have extensively been employed in the literature to induce a slightly negative mood, ideal
for subsequent rumination induction (e.g., Lemoult & Joormann, 2014; van Randenborgh,
Hüffmeier, LeMoult, & Joormann, 2010).

After the I.Q. test, participants were invited to reflect upon the causes and consequences
of their feelings, during five minutes (rumination induction). This method is based on the
induction paradigm developed by Nolen-Hoeksema & Morrow (1993). The classical paradigm
uses a series of prompts. In order to avoid the potential confound inmuscle activity induced by
silent reading,wedidnot use the full paradigm.We simply summarised the series of prompts by
one typical induction sentence.During thisperiod, participantswereasked to remain silent and
not tomove, while EMG recordingswere carried out (i.e., EMGPost-inductionmeasures). EMG
signals of rumination were collected during the last minute of this period. Finally, participants
were instructed to self-report momentary rumination on the four VASs.
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3.2.3.2 Experiment 2: rumination reduction by relaxation

After Experiment 1, participants were randomly allocated to one of three groups. In the
first group, participants listened to a pre-recorded relaxation session that was focused on
orofacial speech-related muscles (“Orofacial Relaxation” condition). In the second group,
relaxation was focused on the arm muscles (“Arm Relaxation” condition). In the third group,
participants simply listened to a story, read by the same person, for an equivalent duration
(“Story” condition, detailed content of the story can be found in the supplementary materials,
in French). In summary, the first condition allowed us to evaluate the effects of targeted speech
muscle relaxation on rumination. The second condition allowed evaluating the effects of a
non-orofacial relaxation (i.e., speech-unrelated muscles) while the third condition allowed
controlling for effects of attentional distraction during relaxation listening.

The speeches associated with the three conditions, relaxation sessions and story listening
session, were delivered to the participants through loudspeakers. They were recorded by a
professional sophrology therapist in an anechoic room at GIPSA-lab (Grenoble, France) and
were approximately of the same duration (around 330s).

After the relaxation/distraction session, participants were asked to remain silent and
not to move during one minute, during which EMG measurements were collected (EMG
Post-relaxation measures). Finally, participants were instructed to self-report rumination on
the four VASs.

3.2.4 Data processing and analysis

3.2.4.1 EMG data processing

EMG signal pre-processingwas carried out using Labchart 8. The EMGdata were high-pass
filteredusing aFinite ImpulseResponse (FIR)filter at a cut-offof 20Hz, using theKaiserwindow
method with β = 6. Then, output of this first filter was low-pass filtered at a cut-off of 450 Hz
(with the same parameters), in order to focus on the 20–450 Hz frequency band, following
current recommendations for facial EMG studies (Boxtel, 2001; De Luca, 1997; De Luca,Donald
Gilmore, Kuznetsov, & Roy, 2010).

Although we specifically asked participants to remain silent and not to move during
EMG data collection, tiny facial movements (such as biting one’s lips) or vocal productions
sometimes occurred. Periods with such facial movement or vocal production were excluded
from the analysis. To do this, visual inspection of audio, video, and EMG signal was performed.
Specifically, for the EMG signals, we compared two methods of signal selection. The first
one consisted of setting a threshold on the absolute value of the EMG signal and portions of
signals above this threshold were removed. This threshold was empirically chosen using visual
inspection of a few samples and set to the mean EMG value plus 6 SDs. The second method
consisted of manually removing periods of time that included visually obvious bursts of EMG
activity, corresponding to overt contraction (as in Rapin et al., 2013). Based on samples from
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a few participants, the comparisons between these two methods showed that the automatic
threshold method was somewhat less sensitive to overt movements. Therefore, the second
method was used, as it was more conservative and less prone to leave data related to irrelevant
overt movements.

After pre-processing, EMG data were exported from Labchart software to Matlab r2014a
(Version 8.3.0.532, www.mathworks.fr). For each EMG signal, mean values were computed
underMatlab, using 200ms slidingwindows. The average of thesemean valueswere calculated
for each recording session (baseline, after induction and after relaxation/induction). This
provided a score for each muscle of interest (OOS, OOI, FCR, FRO) in each Session (Baseline,
Post-Induction, Post-Relaxation) for each participant.3

3.2.4.2 Statistical analyses

Absolute EMG values are not meaningful as muscle activation is never null, even in resting
conditions, due in part to physiological noise (Tassinary, Cacioppo, & Vanman, 2007). In
addition, there are inter-individual variations in the amount of EMG activity in the baseline.
To normalise for baseline activity across participants, we used a differential measure and
expressed EMGamplitude as a percentage of baseline level (Experiment 1) or of post-induction
level (Experiment 2).

To model EMG amplitude variations in response to the rumination induction (Experiment
1) and relaxation (Experiment 2), we used a bayesian multivariate regression model with the
natural logarithm of the EMG amplitude (expressed in % of baseline level) as an outcome, in
an intercept-only model (in Experiment 1), and using Condition (Orofacial, Arm or Story) as a
categorical predictor in Experiment 2. We used the same strategy (two multivariate models) to
analyse VAS scores (expressed in relative changes) along the two experiments.

These analyses were conducted using RStudio (RStudio Team, 2018) and the brms
package (Bürkner, 2018b), an R implementation of Bayesian multilevel models that
employs the probabilistic programming language Stan (Carpenter et al., 2017). Stan
implements gradient-basedMarkovChainMonte Carlo (MCMC) algorithms (e.g., Hamiltonian
Monte-Carlo), which allow yielding posterior distributions that are straightforward to use for
interval estimation around all parameters. Two MCMC simulations (or “chains”) were run
for each model, including 100,000 iterations, a warmup of 10,000 iterations, and a thinning
interval of 10. Posterior convergence was assessed examining autocorrelation and trace plots,
as well as the Gelman-Rubin statistic. Fixed effects were estimated via the posterior mean

3Becauseof constraints attributable to thedesignofour experiment,wewerenot able toperformconventional
control measures (e.g., time of the day, food consumption, sport activity, smoking habits, etc.). Moreover, in our
study, periodsof signal recordinghad tobe shorter thanusualHRVanalysis timeperiods (cf.methodology section).
Although recent studies suggest that “ultrashort term”HRVanalysis seems to correlatequitewellwithHRVanalysis
performedon longerperiodsof time (Brisindaet al., 2013; Salahuddin,Cho, Jeong,&Kim, 2007),wecannot exclude
that our measurements might be unreliable. For these reasons, we chose not to present HRV results in this report
and to focus on EMG results as well as subjective reports of rumination.
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and 95% highest density intervals (HDIs), where an HDI interval is the Bayesian analogue of a
classical confidence interval.4

This strategy allowed us to examine posterior probability distribution on each parameter of
interest (i.e., effects of session and condition on each response variable). When applicable, we
also report evidence ratios (ERs), computed using the hypothesis function of the brms package
(Bürkner, 2018b). These evidence ratios are simply the posterior probability under a hypothesis
against its alternative (Bürkner, 2018b). We also report summary statistics (mean and HDI) of
Cohen’s d effect sizes, computed from the posterior samples.

3.3 Results

3.3.1 Experiment 1: rumination induction

The evolution of VAS scores (for the four assessed scales: Feelings, Problems, Brooding, and
Focused) and EMG (for the four muscles: OOS, OOI, FCR and FRO) activity from baseline to
post-induction were examined.

3.3.1.1 Self-reported ruminationmeasures: VAS scores

Results for VAS relative changes based on the multivariate models described earlier are
shown in the right panel of Figure 3.2. Thereafter, α represents the mean of the posterior
distribution of the intercept. Raw pre- and post-induction scores are provided in the
supplementary materials.

Mean VAS score on the Feelings scale was slightly lower after induction (α = −5.55, 95%HDI
[-10.89, −0.24], d = −0.23, 95% HDI [-0.46, −0.01]), while Problems score was slightly higher (α
= 3.99, 95% HDI [-2.04, 9.83], d = 0.15, 95% HDI [-0.08, 0.37]). We observed a strong increase
of the score on the Brooding scale (α = 14.45, 95% HDI [8.07, 20.72], d = 0.50, 95% HDI [0.26,
0.74]), and a strong decrease on the Focused scale (α = −11.63, 95% HDI [-17, −6.07], d = −0.48,
95% HDI [-0.72, −0.24]). As we examined the fit of the intercept-only model, these estimates
represent the posterior mean for each muscle.

In the following, we report the mean (indicated by the Greek symbol ρ) and the 95% HDI
of the posterior distribution on the correlation coefficient (ρ). Examination of the correlation
matrix estimated by the multivariate model revealed no apparent correlation neither between
Feelings and Problems scales (ρ = −0.01, 95% HDI [-0.23, 0.22]), nor between Feelings and
Brooding (ρ = 0.08, 95% HDI [-0.15, 0.30]). However, we observed a strong positive correlation
between Problems and Brooding VASs (ρ = 0.64, 95% HDI [.49, 0.76]), a positive correlation
between Feelings and Focused (ρ = 0.30, 95% HDI [.08, 0.50]), and a negative correlation

4While not suffering from the misunderstandings associated with frequentist confidence intervals (for more
details, see for instance Morey et al., 2015).
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betweenProblemsandFocused (ρ =−0.30, 95%HDI [-0.49, −0.08]), aswell as betweenBrooding
and Focused (ρ = −0.18, 95% HDI [-0.39, 0.05]).
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Figure 3.2. Posterior mean (white dots) and 95% credible intervals for the EMG amplitude
(expressed in percentage of baseline level, left panel), and the VAS score (expressed in relative
change from baseline, right panel). N = 71 (for each muscle and each VAS). Dashed line
represents the null value (i.e., 100% for the EMG amplitude and 0 for the VAS scores).

3.3.1.2 EMG

Results for EMG data based on the multivariate model described earlier are shown in the
left panel of Figure 3.2. Summary statistics were computed on posterior samples transformed
back from log scale.

Mean EMG amplitude for OOS was higher after induction (α = 138.57, 95% HDI [124.43,
151.71], d = 0.66, 95% HDI [0.49, 0.84]) as well as for OOI (α = 163.89, 95% HDI [145.24, 184.14],
d = 0.77, 95%HDI [0.61, 0.94]), andFRO (α= 197.55, 95%HDI [166.59, 228.42], d = 0.74, 95%HDI
[0.59, 0.89]). Effects on the FCR were approximately null (α = 100.10, 95% HDI [97.48, 102.76],
d = 0.01, 95% HDI [-0.24, 0.23]).

Examination of the correlation matrix estimated by the bayesian multivariate model
revealed a positive correlation between OOS and OOI EMG amplitudes (ρ = 0.44, 95% HDI
[.24, 0.61]), while no apparent correlations neither between OOS and FCR (ρ = 0.09, 95% HDI
[-0.14, 0.31]), OOS and FRO (ρ = 0.12, 95% HDI [-0.11, 0.35]), OOI and FCR (ρ = 0.02, 95% HDI
[-0.21, 0.25]), FRO and FCR (ρ = −0.06, 95% HDI [-0.28, 0.17]), nor OOI and FRO (ρ = 0.07, 95%
HDI [-0.16, 0.29]). Scatterplots, marginal posterior distributions and posterior distributions on
correlation coefficients are available in supplementary materials.

In order to check whether the propensity to ruminate could predict the effects of the
rumination induction on EMG amplitude, we compared the multivariate model described
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above, with a similar model but with the score on the abstract dimension of the Mini-CERTS
as an additional predictor.We compared thesemodels using thewidely applicable information
criterion (WAIC;Watanabe, 2010), via theWAIC function of the brms package (Bürkner, 2018b).
Results showed that the intercept-onlymodel had a lowerWAIC (WAIC = 177.39) than themore
complex model (WAIC = 182.01), indicating that there is no predictive benefit in adding the
Mini-CERTS score as a predictor.

3.3.1.3 Correlations between EMG amplitudes and VAS scores

Correlations between EMG amplitudes and VAS scores were examined using the
BayesianFirstAid package (Bååth, 2018), using 15,000 iterations for each correlation
coefficient. Both estimated correlation coefficients (ρs) and 95% HDIs are reported in Table
3.1.

Table 3.1: Estimated correlation coefficients and 95% HDIs between EMG amplitude
evolutions and VAS relative changes.

VAS/Muscle OOS OOI FCR FRO

Brooding -0.03 [-0.27, 0.20] 0.11 [-0.12, 0.34] -0.26 [-0.47, −0.03] 0.11 [-0.13, 0.36]
Feelings -0.07 [-0.32, 0.18] 0.01 [-0.24, 0.25] -0.20 [-0.43, 0.04] -0.05 [-0.29, 0.19]
Focused -0.18 [-0.41, 0.06] -0.26 [-0.47, −0.03] -0.07 [-0.31, 0.18] 0.01 [-0.24, 0.26]
Problems 0.11 [-0.14, 0.34] -0.01 [-0.25, 0.23] -0.09 [-0.33, 0.15] 0.26 [0.02, 0.50]

3.3.2 Experiment 2: rumination reduction by relaxation

In the second experiment, we aimed at comparing the evolution in EMG activity and
VAS scores from post-induction to post-relaxation in three different conditions: Orofacial
relaxation, Arm relaxation, and listening to a Story.

3.3.2.1 Self-reported ruminationmeasures: VAS scores

Posterior means and 95% HDIs of the VAS scores in each condition of Experiment 2 are
represented in Figure 3.3 and Table 3.2.
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Table 3.2: Posterior means and 95% HDIs for each VAS in each
condition.

VAS Condition β [95% HDI] d [95% HDI]

Feelings Orofacial 7.84 [-0.34, 16.05] 0.38 [-0.02, 0.80]
Arm 4.60 [-3.78, 13] 0.22 [-0.21, 0.62]
Story -5.33 [-13.41, 2.89] -0.26 [-0.68, 0.12]

Problems Orofacial −15.24 [-23.89, −6.50] -0.70 [-1.11, −0.28]
Arm -4.23 [-13.15, 4.69] -0.19 [-0.59, 0.22]
Story -9.19 [-17.90, −0.39] -0.42 [-0.83, −0.02]

Brooding Orofacial -20.40 [-28.78, −11.97] -0.97 [-1.41, −0.55]
Arm -10.42 [-18.87, −1.93] -0.50 [-0.90, −0.07]
Story -15.16 [-23.48, −6.83] -0.72 [-1.12, −0.30]

Focused Orofacial 17.03 [7.37, 20.67] 0.72 [0.29, 1.14]
Arm 11.19 [1.56, 20.89] 0.48 [0.05, 0.88]
Story -14.94 [-24.64, −5.32] -0.64 [-1.05, −0.22]

In order to compare the effects of the two kind of relaxation on the VAS scores, we then
used the hypothesis() function of the brms package that allows deriving evidence ratios
(ER). These evidence ratios are simply the posterior probability under a hypothesis (e.g.,
the hypothesis that the Orofacial relaxation session would be more effective in reducing
self-reported rumination than the Arm relaxation session) against its alternative (Bürkner,
2018b).

Since the Problems and the Brooding scales seemed to be sensitive markers of rumination
(as their scores increased after induction in Experiment 1), our analyses were focused on these
two scales.

Concerning the Problems VAS, the decrease observed in the Orofacial condition was more
pronounced than in the Arm condition (Est = −11.06, SE = 6.35, ER10 = 22.65), and slightly
more pro- nounced compared to the Story condition (Est = −6.05, SE = 6.31, ER10 = 4.98).
The observed on the Brooding VAS score in the Orofacial condition was larger than in the Arm
condition (Est = −9.98, SE = 6.07, ER10 = 18.85), and slightly more important compared to the
Story condition (Est = −5.23, SE = 6.01, ER10 = 4.27).

3.3.2.2 EMG

Posterior means and 95% HDIs of the EMG amplitude in each condition of experiment 2
are represented in Figure 3.4 and reported in Table 3.3. We used the same strategy as before to
compare the effects of the two kinds of relaxation on the EMG amplitudes.
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Figure 3.3. Posterior mean and 95% credible intervals for the VAS score (expressed in relative
change from post-induction level).

Table 3.3: Posterior means and 95% HDIs for each muscle in
each condition.

Muscle Condition β [95% HDI] d [95% HDI]

OOS Orofacial 69.80 [56.96, 83.62] -0.92 [-1.54, −0.32]
Arm 98 [79.83, 117.71] -0.07 [-0.48, 0.32]
Story 109.54 [89.05, 130.74] 0.16 [-0.21, 0.49]

OOI Orofacial 71.05 [52.67, 90.71] -0.62 [-1.24, −0.08]
Arm 100.43 [74.05, 128.68] -0.03 [-0.42, 0.34]
Story 89.94 [66.54, 114] -0.19 [-0.63, 0.22]

FCR Orofacial 97.01 [93.12, 100.89] -0.32 [-0.75, 0.10]
Arm 98.46 [94.51, 102.48] -0.16 [-0.58, 0.25]
Story 99.24 [95.26, 103.18] -0.08 [-0.48, 0.32]

FRO Orofacial 59.22 [48.18, 70.93] -1.44 [-2.20, −0.70]
Arm 61.31 [49.69, 73.82] -1.32 [-2.08, −0.61]
Story 98.31 [80.19, 117.29] -0.06 [-0.46, 0.32]

Concerning the OOS, the observed decrease in the Orofacial condition was more
pronounced than in the Arm condition (Est = −0.34, SE = 0.14, ER10 = 140.73), as well as
concerning the OOI (Est = −0.35, SE = 0.19, ER10 = 29.46), while we observed no noticeable
differences between the two kinds of relaxation concerning the EMG amplitude of the FRO (Est
= -0.04, SE = 0.14, ER10 = 1.53).
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Figure 3.4. Posterior mean and 95% credible intervals for the the EMG amplitude (expressed in
percentage of baseline level, left panel).

3.4 Discussion

3.4.1 Experiment 1

In the first experiment, we examined electromyographic correlates of induced rumination
in healthy individuals. According to the Motor Simulation view, we predicted an increase in
the activity of all facial muscles after the rumination induction, associated with an increase
in self-reported rumination. Alternatively, the Abstraction view predicted an increase in
self-reported rumination associated with an increase in forehead activity with no changes in
either lip or forearm activity.

To test the predictions of these two theoretical views, we compared EMG measures and
VAS scores after induction to their values before induction. EMG activity was examined in four
muscles: OOS and OOI, two muscles involved in speech production, FRO, a facial negative-
affect-related but not speech-related muscle, and FCR, a non-facial control muscle on the
non-dominant forearm.

As predicted by the Motor Simulation view, we observed an increase in the activity of
the two speech-related muscles (OOS & OOI) as well as in the negative-affect-related muscle
(FRO) and no change in FCR activity. The increase in facial EMG together with the increase
in the subjective reports of rumination suggests that facial EMG increase is a correlate of
verbal rumination. As supported by several studies results, the forehead muscle activity has
been associated with unpleasant emotions (Jäncke et al., 1996) or anxiety (Conrad & Roth,
2007). The increase in FRO activity observed here is consistent with the increase in negative
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emotions induced by our negatively valenced induction procedure.Orbicularis oris lipmuscles
are associated with speech production. The increase in lip activity observed here suggests that
the speech motor system was involved during the ruminative phase. The fact that the FCR
remained stable after rumination induction suggests that the observed facial activity increase
was not due to general body tension induced by a negative mental state. These facial EMG
results therefore support thehypothesis that rumination is an instance of articulatory-specified
inner speech.

After the rumination induction, a larger increase in OOI activity was observed compared
to the increase in OOS activity. This finding is consistent with previous findings of higher EMG
amplitude in the lower lip during speech and inner speech (e.g., Barlow & Netsell, 1986; Regalo
et al., 2005; Sokolov, 1972) or auditory verbal hallucinations (Rapin et al., 2013). Rapin et al.
(2013) have explained the difference between the activities of the two lip muscles by muscle
anatomy. The proximity of the OOI muscle with other speech muscles (such as the depressor
angular muscle or the mentalis) could increase the surface EMG signal captured on the lower
lip (OOI), as compared to the upper lip (OOS) during speech. An even larger increase in FRO
activity was observed compared to the increase in lip muscle activity. As EMG amplitude is
known to vary with muscle length (Babault et al., 2003), the greater increase in frontalis activity
could be explained by its anatomical properties.

However, although a functional distinction can be drawn between the forehead and the lip
muscles, one should acknowledge the fact that these two sets of muscles can be commonly
activated during some behaviours. For instance, van Boxtel & Jessurun (1993) have shown that
orbicularis oris inferior and frontalis were both activated during a two-choice serial reaction
task in which nonverbal auditory or visual signals were presented. Moreover, there was a
gradual increase in EMG activity in these muscles during the task, either when the task was
prolonged or when the task was made more difficult. They interpreted this increase in EMG
activity as associated with a growing compensatory effort to keep performance at an adequate
level. An alternative interpretation is that the increase in task difficulty was dealt with by
inner verbalization.Covertly rehearsing the instructionsor covertly qualifying the stimulimight
have helped the participants to perform adequately. Therefore, the increase in orbicularis oris
activity might have been related to an increase in covert verbalization, whereas the increase
in frontalis activity might have been related to increased anxiety or tension. The fact that the
EMG increasewasmuscle specific, and that some facialmuscles (orbicularis oculi, zygomaticus
major, temporalis) did not show an increase in activity unless the task became too difficult,
supports this interpretation. It cannot be ruled out, however, that orbicularis oris activity may
in some cases be related to mental effort without mental verbalisation. Nevertheless, although
the I.Q. test itself was designed to induce mental effort, no cognitively demanding task was
asked to the participant during the period of EMG recording (i.e., approximately four minutes
after the end of the test). Althoughwe cannot absolutely exclude that rumination in itself could
require cognitive effort, it seems unlikely that mental effort was the main factor of variation.
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Scores on the VAS need to be discussed in further detail. We examined which VAS scales
were most suitable to capture changes in state rumination to allow focused analyses. Due to
the “pre-baseline” relaxation session, during which participants were asked to concentrate on
their body and breathing cycles, participants reported a high level of attentional self-focus at
baseline (“Feelings” and “Focused” VAS). Because of the high level of self-focused attention
at baseline, it is likely that the scores on the “Feelings” and “Focused” VAS did not show
the expected increase after rumination induction (ceiling effect). The scores on the scales
“Problems” and “Brooding”, which are more representative of maladaptive rumination, did
increase after our rumination induction paradigm, however. Interestingly, the “Brooding” VAS
corresponded to a larger increase and seemed to be more sensitive to rumination induction
than the “Problems” VAS. Given this greater sensibility and the strong positive correlation
between the “Brooding” and the “Problems”VAS, it thusmake sense to consider the “Brooding”
VAS as a better estimate of ruminative state, at least within our paradigm.Wewill therefore only
use this scale to assess rumination in the following.

The fact that we did not observe any association between the propensity to ruminate (as
measured by the Mini-CERTS questionnaire) and the effects of the induction is consistent with
the results of Rood, Roelofs, Bögels, & Arntz (2012) who found that the level of trait rumination
did not moderate the effects of a rumination induction.

3.4.2 Experiment 2

In the second experiment, we studied the effects of twomuscle-specific relaxation sessions:
Orofacial relaxation and Arm relaxation. We compared their effects to a third control condition
(Story), which did not involve the deliberate relaxation of any specific muscle. Our predictions
were that a decrease in facial EMG activity should be observed in each condition. If the Motor
Simulation view is correct, we expected a larger decrease in the activity of all facial muscles
in the “Orofacial relaxation” condition than in the “Arm relaxation” condition, associated with
a larger decrease in self-reported rumination. Additionally, we expected a more pronounced
decrease in the two relaxation conditions (orofacial and arm relaxation conditions) than in
the control (“Story”) condition. We also expected no difference between relaxation conditions
regarding the change in the forearm muscle activity.

The data indicated a decrease in self-reported rumination (“Brooding” VAS) in each
condition. The “Orofacial” relaxation condi- tion elicited a slightly larger decrease than the
“Arm relaxation” or the “Story” condition. However, there was extensive individual variation
in response to these conditions. As concerns EMG results, we observed a decrease in OOS and
OOI activities in all three conditions but this decrease was more pronounced in the orofacial
condition than in theother two conditions. The frontalis activity didnot show the samepattern.
A similar FRO activity decrease was observed in both the orofacial and the non-orofacial
relaxation conditions. Therefore, in Experiment 2, the lip muscles and the forehead muscle
follow differential evolutions. A dissociation was observed: whereas both orofacial and arm
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relaxations resulted in a decrease in forehead activity, only orofacial relaxation was successful
at reducing lip activity.

Considering both VAS results and the dissociation in EMG patterns, several interpretations
are possible. The first interpretation is that verbal production associated with rumination
was more reduced by orofacial muscular relaxation than by non-orofacial relaxation. This
interpretation is consistentwith the fact that the “Brooding”VASwas slightlymore decreased in
this condition compared to the other two. The larger decrease in OOS and OOI amplitude after
orofacial relaxa- tion would thus reflect this reduction in verbal production, as hypothesised
by the Motor Simulation view. The fact that FRO activity displayed a similar decrease in
both orofacial and non-orofacial relaxation conditions could suggest that any means of body
relaxation (be it orofacial or not) is appropriate to reduce negative affect and can therefore
reduce forehead contraction. This suggests that the FRO activity increase presumably reflected
negative affect and tension (such as observed in EMG studies on generalised anxiety disorder
patients, see Conrad & Roth, 2007, for a review).

Alternatively, one could also argue that the larger decrease in lip muscle activity after
orofacial relaxation finds a more trivial explana- tion in that it seems obvious to expect that
orofacial relaxation will be more efficient to reduce lip muscle contraction than non-orofacial
relaxation. Thus, the different impacts of the two relaxation sessions on the lip muscles would
not be related to reduced rumination per se but simply to a more anatomically targeted
relaxation. However, several observations argue against such an interpretation. The larger
decrease in the “Brooding” VAS in the orofacial relaxation condition compared with the other
conditions suggests that the reduction in lipmuscle activity is indeed related to the reduction in
rumination.Moreover, an interpretation solely based on anatomical links does not explainwhy
FROactivity displayed the sameamount of reduction inboth relaxation sessions. If reduction in
muscle activity was merely related to the effect of facial muscle relaxation, then the decrease in
FROactivity should have also beenhigher in the orofacial relaxation condition than in the other
relaxation condition, whichwas not the case. Therefore the dissociation between forehead and
lip patterns of activity, together with the differential effects of the two types of relaxation on
subjective rumination reports strongly suggest that different processes underlie the activity of
these two sets of muscles. We therefore consider that the first interpretation is more plausible:
frontalis activity seems related tooverall facial tensiondue tonegative affectwhereas lip activity
seems to be related to the specific involvement of the speechmusculature in rumination. These
results thus seem to confirm the interpretation of decreased OOS and OOI activities in the
orofacial relaxation condition as markers of rumination reduction.

Interestingly,weobservednochangesof forearmEMGactivity in anyof the three conditions
of Experiment 2. The fact that the relaxation session focused on the forearmwas not associated
with a decrease in FCR activity has a simple explanation: FCR activity had not increased after
rumination induction and had remained at floor level. The forearm was thus already relaxed
and the Arm relaxation session did not modify FCR activity. Another interesting conclusion
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related to this absence of modification of forearm activity is that relaxation does not spuriously
decreasemuscle activity below its resting level. Onepossible interpretationof the increase in lip
EMGafter rumination induction could have been that baseline relaxation artificially decreased
baseline activity under its resting level. The facts that forearm activity did not decrease after
arm-focused relaxation contradicts this interpretation.

Finally, the “Story” condition was also associated with a decrease in OOI and FRO
activities. This could mean that listening to a story reduced rumination to the same extent
as relaxation did. However, the discrepancy observed in “Focused” VAS between the two
relaxation conditions on the one hand and the control condition on the other hand, suggests
that the EMG decrease observed in the “Story” condition might be attributable to a different
cause than that observed in the two relaxation conditions. Listening to a story could help
reducing rumination by shifting attention away from ruminative thoughts. Relaxation sessions
could help reducing rumination by shifting attention to the body in a beneficial way.

3.4.3 General discussion

We set out two experiments to examine whether rumination involves motor simulation
or is better described as linguistically abstract and articulatory impoverished. We used labial,
facial, and arm EMG measures to assess potential articulatory correlates of rumination. The
patterns of results of our study seem to be in favour of the motor nature of verbal rumination.
In Experiment 1, rumination induction was associated with a higher score on the scale “I
am brooding about negative things” which is representative of abstract-analytical rumination,
considered as verbal rumination. This maladaptive rumination state was associated with an
increase in the activity of two speech-related muscles, without modification of the arm muscle
activity, which indicates that rumination involves activity in speech articulatory muscles,
specifically. The concurrent increase in forehead muscle activity could be explained by an
increase in negative emotions induced by our negatively valenced induction procedure. The
results of Experiment 1 therefore show the involvement of the speech musculature during
rumination. This is in line with the Motor simulation view, according to which inner speech
is fully specified at the articulatory level, not just the lexical level.

In Experiment 2, guided relaxation resulted in a decrease in speech muscle activity. In the
lipmuscles, the activity decrease was stronger after orofacial relaxation than after arm-focused
relaxation. In the foreheadmuscle, however the effectwas the same for both types of relaxation.
This decrease in speech muscle activity was associated with a decrease in self-reports of
rumination and was most pronounced after orofacial relaxation. These findings suggest that
a reduction in speech muscle activity could hinder articulatory simulation and thus limit inner
speech production and therefore reduce rumination. This interpretation is consistent with
the Motor Simulation view of inner speech. Brooding-type rumination was also diminished
after the arm-focused relaxation as well as after listening to a story, although less than in
the orofacial relaxation. This suggests that general relaxation or distraction are also likely to
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reduce negative rumination. To summarize, experiments 1 and 2 are consistent with the Motor
Simulation view of inner speech, according to which speech muscle activity is inherent to
inner speech production. Experiment 1 shows the involvement of the lip musculature during
brooding-type rumination. Experiment 2 suggests that brooding-type rumination could be
reduced by blocking or relaxing speech muscles.

These data support the utility of labial EMG as a tool to objectively assess inner speech in
a variety of normal and pathological forms. We suggest that this method could be used as a
complement to self-report measures, in order to overcome limitation of these measures.

Our results shouldbe interpretedwith some limitations inmind. First, our sample consisted
exclusively of women. Although this methodological choice makes sense considering the more
frequent occurrence of rumination inwomen, further studies should be conducted to ascertain
that our results may generalize to men. Second, in Experiment 1, no between-subject control
condition was used to compare with the group of participants who underwent rumination
induction. Thus, we cannot rule out that other processes occurred between baseline and
rumination induction, influencing responding. Thirdly, substantial inter-individual differences
were observed concerning the size of the effect of rumination induction on facial EMG activity.
The results of Jäncke (Jäncke, 1996; Jäncke et al., 1996) can shed light on this last result.
Jäncke used a similar procedure (i.e., negative mood induction using a false I.Q. test and facial
EMG measurements to assess emotions), except that the experimenter was not in the room
while participants performed the test and acknowledged their results. The experimenter then
came back to the room and analysed participants’ behaviours. Jäncke observed an increase in
facial muscular activity (assessed when participants were reading their results) only in partici-
pants who were prone to express their distress when the experimenter came back, while more
introverted participants did not show any increased facial activity when reading their results.
Jäncke interpreted these results in the framework of an ecological theory of facial expression,
suggesting that facial expressionswouldnot only be guidedbyunderlying emotions, but also by
their communicative properties. Considering these results, it seems likely that the proneness of
participants to communicate their emotions could have mediated effects of the induction on
their facial EMG activity. This could partially explain the observed inter-individual variability
in facial EMG activity associated with rumination. Moreover, even though rumination is a
predominantly verbal process, one cannot exclude that some of our participants experienced
rumination in another modality (e.g., imagery-based rumination), which would explain their
lower than average lip activity.

Thus, a logical next step is to examine qualitative factors that mediate the link between
rumination and facial muscular activity. These factors (among others) could be proneness to
communicate emotion or proneness to verbalize affects. Additionally, recent studies suggest a
link between verbal aptitudes and propensity to ruminate. Uttl, Morin, & Hamper (2011) have
observed a weak but consistent correlation between the tendency to ruminate and scores on
a verbal intelligence test. Penney, Miedema, & Mazmanian (2015) have observed that verbal
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intelligence constitutes a unique predictor of rumination severity in chronic anxious patients.
To our knowledge, the link between verbal intelligence and induced rumination has never been
studied. It would be interesting to examinewhether the effects of a rumination induction could
be mediated by verbal intelligence, and to what extent this could influence related facial EMG
activity.

In conclusion, this study provides new evidence for the facial embodiment of rumination,
considered as a particular instance of inner speech. Even if more data are needed to confirm
these preliminary conclusions, our results seem to support the Motor Simulation view of inner
speech production, manifested as verbal rumination. In addition, facial EMG activity provides
a useful means to objectively quantify the presence of verbal rumination.
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Summary of Chapter 3

Rumination is predominantly experienced in the form of repetitive verbal thoughts
and can therefore be considered as a particular case of inner speech. According to the
motor simulation view, inner speech is a kind of motor action, recruiting the speech
motor system. In this framework, we predicted an increase in speech muscle activity
during rumination as compared to rest. We also predicted increased forehead activity
(associated with anxiety) during rumination. We measured electromyographic activity
over the orbicularis oris superior and orbicularis oris inferior muscles, over the frontalis
as well as over the flexor carpi radialis muscles. Results showed an increased lip and
forehead activity after rumination induction as compared to an initial relaxed state,
together with increased self-reported levels of rumination. Moreover, our data suggest
that orofacial relaxation is more effective in reducing self-reported state rumination
than non-orofacial relaxation. Altogether, these results support the hypothesis that
verbal rumination involves the speech motor system. However, as the effects of the
rumination induction were not compared to another experimental manipulation, it is
difficult to conclude with certainty on the specificity of these findings. Therefore, in the
next study, wemanipulate themodality of ruminative thoughs (i.e., verbal vs. non-verbal
thoughts) by comparing the EMG correlates of two forms of rumination induction. This
comparison should critically reveal whether the EMGcorrelates observed in this chapter
are specific to speech motor processes.
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Dissociating facial electromyographic correlates of visual and

verbal induced rumination

Previous research showed that mental rumination, considered as a form of repetitive and
negative inner speech, is associated with increased facial muscular activity. However,
the relation between these muscular activations and the underlying mental processes

is still unclear. In this study, we tried to disentangle the facial electromyographic correlates of
induced rumination that were related to either i) mechanisms of (inner) speech production or
ii) rumination as a state of pondering onnegative affects. To this end,we compared two types of
rumination induction. The first one was designed to specifically induce rumination in a verbal
modality whereas the second one was designed to induce rumination in a visual modality.
Following the motor simulation view of inner speech production, we hypothesised that the
verbal rumination induction should result in higher activity in the speech-related muscles
than the non-verbal rumination induction. We also hypothesised that a relaxation focused
on the orofacial area should be more efficient in reducing rumination (when experienced
in a verbal modality) than a relaxation focused on a non-orofacial area. Our results do
not corroborate these hypotheses, as we did not find modality-specific electromygraphic
correlates of rumination.Moreover, the two relaxation typeswere similarly efficient in reducing
rumination, whatsoever the rumination modality. We discuss these results in relation to the
inner speech literature and suggest that because rumination is a habitual and automatic form
of emotion regulation, it might be considered as a particularly (strongly) internalised and
condensed form of inner speech.1

1This experimental chapter is a working manuscript reformatted for the need of this thesis. Source:
Nalborczyk, L., Banjac, S., Baeyens, C., Grandchamp, R., Koster, E.H.W., Perrone-Bertolotti, M., & Lœvenbruck,
H. (in preparation). Dissociating facial electromyographic correlates of visual and verbal induced rumination.
Pre-registered protocol, preprint, data, as well as reproducible code and figures are available at: https://osf.io/
c9pag/.
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CHAPTER 4. DISSOCIATING FACIAL ELECTROMYOGRAPHIC CORRELATES OF VISUAL AND VERBAL
INDUCED RUMINATION

4.1 Introduction

The phenomenon of inner speech has been attracting the attention of the philosophical
and scientific communities for a long time. This interest might be explained by the paradox
surrounding inner speech: whereas most individuals experience it on a daily basis (but
see Hurlburt, 2011), inner speech is notably difficult to investigate. However, much can be
learned about inner speech by examining its different forms of expression. Among these
forms is rumination, which, for several reasons, will be the focus of this paper. First, although
rumination is common in general population (E. R. Watkins et al., 2005), it can precede
serious mental disorders such as depression, anxiety, eating disorders, or alcohol abuse (for
review, see Nolen-Hoeksema et al., 2008). Therefore, understanding the fundamental nature of
ruminationhave important implications for clinical practice. Second, rumination is a repetitive
phenomenon which can be induced and sustained for a relatively long period of time, making
it easier to capture than more elusive forms of inner speech. With the aim of further exploring
the nature of rumination, we present the results of a procedure designed to induce rumination
in different modalities (verbal versus visual imagery) and to investigate its modality-specific
electromyographic correlates.

4.1.1 Rumination: its definition, functions and consequences

Rumination can be broadly defined as unconstructive repetitive thinking about past
events and current mood states (Martin & Tesser, 1996). This general definition encompasses
different conceptualisations that have been proposed during the last decades. Among the
most influential frameworks is the Response Style Theory (RST, Nolen-Hoeksema, 1991;
Nolen-Hoeksema et al., 2008). Within this theory, rumination is described as a behavioural
pattern that is characterised by perseverative, repetitive and passive thoughts. According
to the RST, individuals who are experiencing rumination are repetitively focusing on their
negative emotional state, on the fact that they are feeling depressed, and on the causes and
consequences of their symptoms (Nolen-Hoeksema, 1991). In this framework, rumination
is viewed as a type of response to distress or a coping mechanism which involves focusing
the attention on oneself and one’s current emotional state (Nolen-Hoeksema, 1991). Alloy,
Robinson and colleagues (Alloy et al., 2000; Robinson & Alloy, 2003; Smith & Alloy, 2009)
subsequently appended stress-reactive rumination to this theory, suggesting that rumination
can also appear following stressful life events and before the presence of negative affect. When
conceptualised in this manner, it is presumed that rumination can occur before the start of the
depressivemood,whereas rumination, as conceptualisedbyNolen-Hoeksema (1991), happens
as a response to depressive mood. Overall, empirical research suggest that negative affect is an
essential part of the ruminative thinking process (e.g., Nolen-Hoeksema & Morrow, 1993).

Based on different factor analyses and more recent models of rumination, a distinction
between harmful and helpful sub-types of rumination has been introduced (e.g., Smith &
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Alloy, 2009; Watkins, 2008). For instance, a distinction has been suggested between brooding
and reflection (Treynor et al., 2003). Brooding relates to morose pondering along with the
passive comparison of one’s current circumstances and a certain standard. In contrast,
ruminative reflection denotes contemplation and engagement in cognitive problem solving as
a means to mitigate one’s depressive symptoms. In the same vein, Watkins (2008) proposed
a model for differentiating between harmful and helpful forms of repetitive thought. He
argued that repetitive thoughts vary along three dimensions – valence, context and level of
construal (abstract versus concrete). By this account, depressive rumination is characterised
by an abstract mode of processing that involves thinking about the causes, meaning, and
consequences of feelings or events. This abstract-analytic mode is opposed to a more
concrete and helpful mode of processing information focused on direct, detailed and concrete
experience. The processing mode theory is supported by experimental evidence showing that
an abstract-analytical mode of processing is particularly deleterious for mood and cognition
(Watkins, 2008).

A certain level of overlap between rumination and related constructs such as intrusive
thoughts, obsessions or worry has been recognised (e.g., Olatunji, Naragon-Gainey, &
Wolitzky-Taylor, 2013; Smith & Alloy, 2009). Accordingly, rumination and worry have been
suggested to represent a particular form of a broader transdiagnostic process coined as
unconstructive repetitive thinking (Olatunji et al., 2013; Watkins, 2008), perseverative cognition
(Brosschot, Gerin, & Thayer, 2006) or repetitive negative thinking (Ehring & Watkins, 2008).
All forms of thinking gathered under these umbrella terms share a broad involvement of
self-focused repetitive thinking about negative and self-relevant topics (De Raedt, Hertel, &
Watkins, 2015). However, one the most important and robust delimitation is the one between
worry and rumination. On the whole, it is suggested that worry and rumination can be
distinguished by their content and by their temporal orientation (Watkins, 2008), but that
the processes underlying them would be similar. More precisely, whereas worry is focused on
problem solving and future events, (depressive) rumination is rather passive and past-oriented
(Nolen-Hoeksema et al., 2008; Smith & Alloy, 2009). There are also findings suggesting that
worry is typically more verbal than rumination (Lawrence et al., 2018), although some studies
did not find this difference (Watkins et al., 2005).

Having briefly defined the functions and consequences of rumination, we now turn to a
discussionof thenature of ruminative thinking, its phenomenological properties aswell as how
it can be induced and measured in a controlled environment.

4.1.2 The nature of ruminative thoughts

Rumination has sometimes been portrayed as a form of inner speech (Perrone-Bertolotti
et al., 2014) due to its predominantly verbal character (Ehring & Watkins, 2008; Goldwin &
Behar, 2012; Goldwin et al., 2013; McLaughlin et al., 2007). In other words, while ruminating,
individuals are most often silently talking to themselves. However, what inner speech precisely
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entails is still debated (for a recent review, see Lœvenbruck et al., 2018). In the present paper,
we examine the motor simulation view of inner speech production. Under this view, inner
speech (content) is proposed to be the result of a soundless mental simulation of overt speech
(Jeannerod, 2006; Postma & Noordanus, 1996). More precisely, inner speech is conceived as
(inhibited) speech motor acts that trigger –via a simulation or an emulation mechanism–
multimodal sensorypercepts (Lœvenbruck et al., 2018). This perspective entails that the speech
motor system should be involved during inner speech production and that we could record
a peripheral residual activity in the speech muscles. This hypothesis has been corroborated
by several studies using orofacial surface electromyography (EMG) during tasks that involve
inner speech production such as silent recitation, verbal mental imagery or problem solving
(Jacobson, 1931; Livesay et al., 1996; McGuigan & Dollins, 1989; Sokolov, 1972). Overall, these
studies show that inner speech production is usually associated with an increased activity of
the speech muscles.

We recently conducted a study to examine the facial EMG correlates of rumination
(Nalborczyk et al., 2017). We have demonstrated that induced rumination is accompanied
by an increased facial EMG activity concurrent with increased self-reported levels of state
rumination, as compared with an initial relaxed state. This increase in facial EMG activity as
a correlate of induced rumination was taken as suggestive evidence that verbal rumination
does involve the speech motor system. Furthermore, after a relaxation session focused on
the orofacial area, we observed a larger decrease in self-reported state rumination than after
non-orofacial (focused on the forearm) relaxation. We interpreted these findings as consistent
with the motor simulation view. However, we opened the possibility that participants of this
study could have been experiencing rumination in other (non-verbal) modalities, such as
rumination in visual mental images. Therefore, the present work is in continuity with our
previous study, seeking to further investigate the electromyographic correlates of different
rumination modalities (i.e., verbal vs. visual imagery).

Despite being predominantly experienced in a verbal modality, rumination can also be
experienced as visual imagery (Goldwin & Behar, 2012; Newby & Moulds, 2012; Pearson et
al., 2008). Visual imagery refers to a process during which perceptual information is retrieved
from long-term memory, resulting in the experience of “seeing with the mind’s eye” (Ganis et
al., 2004). It has been suggested that because rumination is usually past-oriented, it should
increase access to (negative) autobiographical memories (Lyubomirsky et al., 1998). Moreover,
becauseautobiographicalmemories areoftenexperiencedas visual images, rumination should
likewise include visual features (Pearson et al., 2008). Several studies have obtained results that
are consistent with this claim. Among a sample of patients who were diagnosed as clinically
depressed, a significant majority (94.7% and more than 70%) reported that rumination
combined verbal and sensory elements, among which visual imagery (Newby & Moulds,
2012; Pearson et al., 2008, respectively). When unselected individuals were asked about the
quality of their rumination directly while ruminating, 60.53% of them said they had been
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experiencing verbal thoughts and 35.92% mental images (McLaughlin et al., 2007). Another
study comparingnaturally occurringdepressive andanxious thoughts in anon-clinical sample,
found that depressive thoughts involved more images than anxious thoughts (Papageorgiou &
Wells, 1999). In addition, a recent study demonstrated that a considerable number of people
experience depressive cognition in a visual form (Lawrence et al., 2018). Furthermore, this
study showed that individualswith a visual depressive cognitive style reported a similar amount
of rumination as individuals with a verbal style. Overall, the existing literature indicates that
rumination can have visual features, despite being predominantly verbal.

There are several reasons to think this distinction is of importance. First of all, mental
imagery is usually related to a greater cardiovascular activation than verbal thoughts. This is
specifically the case in the stressor-focused concrete visual rumination study, for individuals
with high trait rumination (Zoccola et al., 2014), although a later study found higher heart
rate during verbal thoughts (Woody et al., 2015). Authors interpreted the obtained data by
connecting it with the cognitive avoidance theory (Sibrava & Borkovec, 2006). According to this
theory, worry, as a primarily linguistic repetitive thought, is an avoidance response whose goal
is to restrain aversive images, thus reducing somatic activation and processing of emotions.
Similarly, forming negative mental visual images has been shown to lead to a greater increase
in anxiety in comparison to forming negative descriptive sentences (Holmes&Mathews, 2005).
Taken together, these findings suggest that different modes of rumination could have different
effects on individuals. Furthermore, if rumination also has a visual quality, imagery-based
therapeutic methods could also be beneficial (Pearson et al., 2008). This idea is supported
by studies showing the effectiveness of mental imagery in accessing and modifying emotion
in therapy (for an overview, see Hackmann & Holmes, 2004). On the whole, investigating the
verbal and visual features of rumination could contribute to sharpen our understanding of the
ruminative processes and lead to better-adapted therapeutic strategies.

4.1.3 Inducing rumination in a controlled environment

Rumination can be operationalised either as a trait, a stable response style of an
individual (Nolen-Hoeksema, 1991), or as an ongoing process or a state. When considered
as a trait, individual differences in rumination have been mostly investigated by means of
questionnaires. The most widely used instrument is the Ruminative Responses Scale (RRS)
of the Response Styles Questionnaire (RSQ, Nolen-Hoeksema & Morrow, 1991). Participants
are asked to rate how often they encounter these thoughts or behaviours when feeling sad
or depressed. The short version of the RRS questionnaire comprises two scales, reflection
and brooding (Treynor et al., 2003). The psychometric characteristics of this scale as well as
its relationship with depressive symptoms have been extensively studied (for a review, see
Nolen-Hoeksema et al., 2008).

However, self-report measures of rumination have several shortcomings. These
measurements can be vulnerable to intents and subjectivity of the participants. They rely on
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the evaluation of past experience and do not focus on the fact that rumination usually arises
in the presence of negative emotion. On the opposite, physiological studies of rumination
provide data on rumination as it occurs as well as objective data that are less predisposed
to subjective influences. Physiological measures also provide an opportunity to explore
underlying mechanisms and central processes (Siegle & Thayer, 2003). For this purpose,
several protocols set to induce rumination have been devised.

Experimental protocols for inducing rumination usually start with provoking negative
mood in participants. To this end, some researchers employed sad music (e.g., Conway, Csank,
Holm, & Blake, 2000), asked participants to recall a sad event (e.g., Rood et al., 2012), or put
participants in stressful and frustrating situations such as an extremely difficult IQ test (e.g.,
Nalborczyk et al., 2017). Another study tried to cause negative feelings by asking participants
to give a speech while being evaluated, though the authors concluded that this stressor was
rather mild (Zoccola et al., 2014). In the following step, rumination is induced. Most studies
have employed the rumination induction procedure developed byNolen-Hoeksema&Morrow
(1993). Within this protocol, participants are asked to focus on the meanings, causes, and
consequences of their current feelings for eight minutes, while being prompted with a series
of sentences. Other studies used either a modified version of this protocol (e.g., Nalborczyk et
al., 2017) or original prompts designed for a specific experiment, but still following the same
general idea (Rood et al., 2012; Zoccola et al., 2014). Similarly, in some studies investigating
the differences betweenworry and rumination, participants were given an explanation of what
worry or rumination is and were subsequently asked to engage in it (Goldwin & Behar, 2012;
McLaughlin et al., 2007).

Experimental protocols have also used different means for exploring the characteristics of
the ongoing process of rumination. In some studies (e.g., Goldwin & Behar, 2012; McLaughlin
et al., 2007), participants were interrupted and asked about the features and/or content of their
thoughts. Other studies used questionnaires to measure the features of the ongoing cognition
(Makovac et al., 2018). Among other characteristics, several studies explored how much the
ongoing inner experience was verbal and visual, without manipulating rumination modality.
In a few studies, however, experimental protocols have been specifically set out to manipulate
this aspect of rumination.

Someof the few studies specificallymanipulating verbal andvisual ruminationwere carried
outbyZoccola andcolleagues (Woodyet al., 2015; Zoccola et al., 2014). Theverbal or visual form
of rumination (ormentation type as these authors refer to it)was inducedbyplayingaudio tapes
that directed participants’ thoughts. Prompts were similar in both conditions, differing only in
the verbal/visual instruction (“Recall the speech task using words, phrases, and sentences.”
vs. “Recall the speech task using pictures and images.”). Participants were subsequently asked
to estimate the proportion of verbal thoughts and mental visual images. Although not directly
focused on rumination, the task developed by Holmes, Mathews, Mackintosh, & Dalgleish
(2008) is quite inspiring indesigningaprotocol for exploring rumination indifferentmodalities.

100



4.1. INTRODUCTION

These authors aimed to compare verbal and imagery processing in terms of their differential
effects on emotion. They noticed that previous procedures provided verbal descriptions of the
events that needed to be processed verbally or visually. The authors argued that with such
descriptions, the imagery condition has an additional processing mode in comparison to the
verbal condition. Their proposed solution was to combine pictorial and verbal cues and to ask
participants to integrate them into either a sentence or an image.

Finally, it should be noted that in none of the studies in which thinking modality was
manipulated, did the participants solely use one type of thought. Even though participants
in the imagery group of Zoccola et al. (2014) reported higher levels of mental images in
comparison to the participants in the verbal group, the latter group also reported a certain level
of mental imagery. This is in line with studies showing that rumination includes both verbal
and visual components (e.g., Goldwin & Behar, 2012; McLaughlin et al., 2007), implying that it
is not exclusively experienced in onemodality. These results are substantiated by a recent study
which has shown that participants generate visual images both in cases where they were told
to visualise or to verbally think, while they have strong verbal representations only when asked
to verbally think (Amit et al., 2017). Amit et al. (2017) concluded that there is a difference in
volitional control of verbal and visual thinking and that people have better control over inner
speech than visual thought. Therefore, we will focus on the relative use of a specific mode of
thought rather than trying to induce completely verbal or visual thought.

4.1.4 The present study

It has been suggested that there is a need for studies that would induce verbal or visual
rumination in order to inspect how the experience of rumination in these two modalities
could differ (Lawrence et al., 2018). Furthermore, there has only been one set of studies, to
the best of our knowledge, that has employed a protocol for specifically inducing verbal or
visual rumination (Woody et al., 2015; Zoccola et al., 2014). In addition, there were certain
shortcomings in this protocol, someofwhichwerehighlightedby the authors, such as the stress
induction component. To tackle these issues, we extended the study presented in Nalborczyk
et al. (2017) by inducing rumination in distinct modalities to compare their electromyographic
correlates.

As previously (Nalborczyk et al., 2017), we followed two steps in our protocol. First, either
verbal or visual rumination was induced in participants by putting them in a stressful situation
and subsequently asking them to think about the causes, consequences of their feelings
during that situation. Based on the task developed by Holmes et al. (2008), instructions were
presented by combining pictorial and verbal cues. During this period, we tracked changes
in the EMG activity of several facial muscles and monitored self-reported levels of state
rumination. Second, we compared the effects of two types of relaxation in relation to the
modality of ruminative thoughts, on both the EMG amplitude and the self-reported levels of
state rumination.
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Several hypotheses were drawn based on the existing literature. First, we expected
participants in the verbal rumination condition to report a larger proportion of verbal content
in their inner experience and a lesser amount of visual content (in comparison to participants
in the non-verbal rumination group). Second, with respect to peripheral muscular activity,
we expected the activity in the speech muscles to increase by a greater amount in the verbal
rumination condition, whereas the change in the non-speech muscles should occur similarly
in both conditions, since both conditions are expected to cause negative emotions to a similar
extent. Moreover, the control forearm muscle activity should not vary distinctively between
conditions. Third, regarding the different types of relaxation, we hypothesised that both
orofacial and arm relaxation should cause a slight decrease of state rumination in the verbal
condition. Nevertheless, we expected a stronger decrease in the orofacial relaxation condition
as compared to the forearm relaxation.

4.2 Methods

In the Methods and Data analysis sections, we report how we determined our sample size,
all data exclusions, all manipulations, and all measures in the study (Simmons, Nelson, &
Simonsohn, 2012). A pre-registered version of our protocol can be found online: https://osf.
io/c9pag/.

4.2.1 Participants

Our sample included 85 female participants, ranging in age from 18 to 31 years (M =
19.88, SD = 2.02). We chose to include only female participants in the present study, for the
following three reasons. First, women have been found to engage in rumination more than
men (Johnson&Whisman, 2013). Second, in comparisonwithmen,womenhave greater visual
imagery abilities and report more vivid mental visual images (as reviewed in Lawrence et al.,
2018). Third, the distribution of gender is very unbalanced in Psychology courses. Therefore,
it would be practically impossible to have a well-balanced sample with respect to gender.
All participants attended undergraduate Psychology programs at Univ. Grenoble Alpes. They
were all native speakers of French, had no history of psychiatric or neurological disorders,
speech disorders or hearing deficits. Another inclusion criterion was that participants had no
depressive symptoms. This was tested at the beginning of the experiment using the Center for
Epidemiologic Studies – Depression scale (CES-D, Radloff, 1977). Those participants whose
scores overstepped the threshold did not proceed to the main part of the experiment (N =
16). Instead, they were debriefed and received information about places they could turn to for
counselling.

Participants were recruited through the university website. They were told that the goal
of the study was to test a French adaptation of a novel intelligence test and were, therefore,
blind to the actual goal of the study. Participants received course credits for their participation
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and were fully debriefed at the end of the experiment. Written consent was obtained from
each participant and the study received an approval from the local ethical committee (CERNI,
Amendement-2018-02-06-23, Avis-2015-03-03-61).

As described in the preregistration form, we used sequential testing to determine the
appropriate sample size. More precisely, we recruited participants until reaching either a
predetermined level of precision (this procedure is described in Kruschke, 2015) or the end
of the period of time allocated to this experiment (fixed to eight weeks). We first determined a
region of practical equivalence (ROPE) and a target precision level on themain effect of interest
(i.e., the interaction between the effect of time (baseline versus post-induction, within-subject)
and group (verbal rumination versus visual rumination induction, between-subject design),
on the EMG amplitude of the OOI muscle). We recruited participants until the 95% credible
interval (the Bayesian analogue of a confidence interval) around the parameter of interest was
at least 0.8 times narrower than the ROPE. The ROPE can be defined as the region comprising
the effect sizes that we consider as “null effects” (alternatively, it defines the minimum effect
size of interest). We defined the ROPE as [-0.1, 0.1] on the scale of the normalised and
baseline-standardised EMG amplitude. This ROPE has been defined to correspond to a “null
effect” based on previous EMG data we had collected on control muscles (forearm). Then, we
defined the target precision as 0.8 times the width of the ROPE, that is: 0.8× 0.2 = 0.16. We
did not reach this threshold within the allocated time. Thus, we ran the study for the full eight
weeks (details on the evolution of the estimation precision can be found in the supplementary
materials).

4.2.2 Material

The experimental procedure was developed using the OpenSesame software (Mathôt,
Schreij, & Theeuwes, 2012) and stimuli were displayed on a DELL computer screen of size
1280px*720px. TrignoTM Mini wireless sensors (Delsys Inc.) were used for the detection of
the surface EMG signals. These sensors consist of a bigger and a smaller box. The smaller
box contains two 5x1mm parallel electrode bars with 10mm between them that record bipolar
muscle activation. For facial EMG, the small box with electrodes was attached to the face and
the bigger box was usually placed on the side of the neck. Concerning the forearm EMG, both
boxes were placed on the forearm. Both boxes were attached by double-sided adhesive tape.
Before setting the sensors, the skin was cleaned by Nuprep scrubbing gel and by alcohol wipes.
Signal acquisition and synchronisation was done using the PowerLab 16/35 (ADInstrument,
PL3516) device with a sampling rate of 1000 Hz. In addition to EMG measurements, the
audio signal was simultaneously recorded using a C1000S AKG microphone which was placed
20-30 cm away from the participant. The audio signal was amplified using a Berhringer Tube
Ultragain MIC100 amplifier. It was synchronised with the EMG signals using trigger signals.
The experiment was video-monitored using a Sony HDR-CX240E camera. These recordings
were taken in order to track any vocal or behavioural artifacts during periods of interest (i.e.,
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baseline, rumination and relaxation). Labchart 8 software (ADInstrument, MLU60/8) was used
for EMG and audio data collecting and processing.

Our exploration focusedon themuscles that have alreadybeen found tobe activatedduring
covert or overt speech (e.g., Laurent et al., 2016; Maier-Hein, Metze, Schultz, & Waibel, 2005;
Schultz&Wand, 2010).With surfaceEMG, it is difficult toprecisely relate a given skinposition to
a specificmuscle. However, as authors often refer to the facial positions asmuscle positions, we
will follow this tradition for clarity. Because of their involvement in speech production, bipolar
surface EMG electrodes were positioned on the orbicularis oris inferior (OOI), the zygomaticus
major (ZYG) and the neck muscles (NCK). In addition, electrodes were also placed on the
frontalis (FRO) as a non-speech but emotion-related muscle. Finally, we positioned a sensor
on the flexor carpi radialis (FCR) to control for general (whole body) muscle contraction.

Speech-related sensors were positioned on the right side of the face whereas the
emotion-related (forehead) sensor was positioned on the left side of participants’ faces,
following studies that found larger movements of the right side of the mouth during speech
production (Nicholls & Searle, 2006), and more emotional expression on the left side of the
face (Nicholls, Ellis, Clement, & Yoshino, 2004). Since participants were asked to use a mouse
to provide answers, the forearm sensor was positioned on the non-dominant forearm (that
participants did not use to provide the answer).

4.2.3 Procedure

We formed two groups based on the modality participants were asked to ruminate in.
Hereafter these groups will be referred to as verbal and visual. Participants were also divided
based on the type of relaxation they were listening to, that is, an orofacial relaxation, or an arm
relaxation. As a result, therewere four groups in the experiment: verbal – orofacial, verbal – arm,
visual – orofacial, and visual – arm.

4.2.3.1 Trait questionaires

After filling the consent form, participants were asked to complete the CES-D (Radloff,
1977). Participants also filled in the short version of the Ruminative Response Scale (RRS,
Treynor et al., 2003), adaptedandvalidated inFrench (Douilliez,Guimpel, Baeyens,&Philippot,
in preparation). These questionnaires were filled in paper format. Once it was determined that
they could participate in the study (i.e., that they did not exceed the threshold for depressive
symptoms on the CES-D), participants were equipped with the EMG sensors.

4.2.3.2 State questionaires

Subsequently, a calibration was carried out, making sure that the sensors on each muscle
were suitably detecting signals. Participants were then explained the Visual Analogue Scales
(VASs) that were used to obtain various self reports throughout the experiment. Specifically,
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we explained what we meant by: At this moment, my thoughts are presented in the form of
words (VAS Verbal), and At this moment, my thoughts are presented in the form of visual mental
images (VAS Visual). To assess the level of state rumination, we used a French translation of
the Brief State Rumination Inventory (BSRI, Marchetti et al., 2018), composed of eight items
also presented as VASs. From that point, the rest of the stimuli were presented on the computer
screen and speakers, and the experimenter (blind to the condition) did not interact with the
participants anymore.

4.2.3.3 Baselinemeasurements

Afterwards, participants listened to a guided relaxation (not focused on any specific
muscle). The purpose of this relaxation was to minimise inter-individual variability of the
initial mood states and to help participants to relax and get used to wearing the EMG sensors.
The recording comprised 240 seconds of guided relaxation, then a pause was made during
which participants were told to continue relaxing and the baseline EMG measurements were
recorded, after which the guided relaxation continued for another 30 seconds. Following
this, participants baseline level of state rumination, verbal and visual level of thoughts were
measured using the VASs.

4.2.3.4 Imagery training

Next, participants went through a “lemon training” based on the task proposed by Holmes
et al. (2008). The objective of this training was to show the participants precisely what was
meant by thinking in words or thinking in pictures. The participants in the verbal group were
asked tocombinean imageandaword imagininga sentence in their head,whereasparticipants
in the visual group were asked to do the same, but only imagining a picture. There were two
trials. After doing this task, participants rated how clear (how vivid) their sentence or image
was, following which they had to say or describe it out loud. This served as a verification that
participants did the task and that they understood it.

4.2.3.5 Stress induction

Afterwards, participants took the intelligence test. The test comprised 18 verbal and 18
spatial intelligence questions. It was designed in a way that most (13/18) questions were very
difficult while also containing certain (5/18) items that were relatively easy, in order not to
demotivate the participants. Participants were instructed to provide their answer within 30
seconds. The number of questions was selected so that even if participants replied very fast,
they still encountered around 15 minutes of this frustrating situation. This manipulation has
already been shown successful in inducing a negative mood (Nalborczyk et al., 2017).
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4.2.3.6 Rumination induction

When the test was done, participants were asked to think about the causes, meanings and
consequences of their performance during the test and of their current feelings, while their
IQ score was being calculated. The participants in the verbal group were asked to do this with
their inner voice and the participants in the visual group usingmental visual images. Following
Holmes et al. (2008)’s task, the instructions were presented in written format together with an
image showing a person thinking in words (in the verbal group) or in pictures (in the visual
group). When ready, participants pressed the key and a loading sign showed on their screen
which lasted for 5 minutes during which participants were expected to ruminate either using
inner speech or mental images. When this period was done, participants were again presented
with the VASs.

4.2.3.7 Muscle-specific relaxation

Finally, participants listened again to a guided relaxation, only this time there were two
types of relaxation. One half of verbal and one half of visual groupwere assigned to an orofacial
relaxation group and they listened to the relaxation that was focused on the mouth. The other
twohalves of both groupswere randomly assigned to anarm relaxation groupand they listened
to the relaxation concentrated on the arm. Both relaxations had a similar structurewith around
270 seconds of guidance, 60 seconds of pause during which the EMG measurements were
performed and 25 seconds of relaxation closure. At the very end, participants were asked to
write down what they thought was the goal of the experiment and what they were thinking
during the score calculation (i.e., the rumination period). The first question served to assess a
potential compliance bias insofar as due to the goal of the experiment (i.e., manipulation of
the rumination modality), we could not make participants completely blind to the task. The
second question served again to check how much participants followed the instruction. At the
end of the experiment, participants were given an exhaustive debriefing explaining the goals of
the research.

4.2.4 EMG signal processing

Data were collected using Labchart8 and were subsequently exported to Matlab for signal
processing (www.mathworks.fr, Matlab r2015a, version 8.5.0.197613). First, a 50Hz frequency
comb filter was applied to eliminate power noise. Then, in keeping with the recommendation
for facial EMG studies (De Luca et al., 2010), a 20 Hz – 450 Hz bandpass filter was applied, in
order to focus on the facial EMG frequency band. The EMG signal was centered to its mean
and cut with respect to the three periods of interest (i.e., baseline, rumination and relaxation
period), all of which were divided into 5s blocks. These data were then exported to R version
3.5.0 (R Core Team, 2018), where the mean of the absolute signal was calculated for each
5s block. Thus, a score for each muscle, in each period, for each participant was calculated.

106



4.2. METHODS

Absolute EMG values are not meaningful as muscle activation is never null, even in resting
conditions, due in part to physiological noise. In addition, there are inter-individual variations
in the amount of EMG amplitude in the baseline. To normalise for baseline amplitude across
participants, we thus subtracted the EMG amplitude of the baseline to the two periods of
interest (i.e., after rumination and after relaxation) and divided it by the variability of the signal
at baseline for each muscle and each participant.

Although participants were given the instruction to remain still and to avoid unnecessary
movements, there were a lot of subtle movements (e.g., biting the lips). The blocks containing
these artifacts were removed from the analysis. This was done by inspecting all recordings
and manually removing blocks during which there were visually obvious bursts of the EMG
amplitude.

4.2.5 Data analysis

Statistical analyses were conducted using R version 3.5.0 (R Core Team, 2018), and are
reported with the papaja (Aust & Barth, 2018) and knitr (Xie, 2018) packages.

To model EMG amplitude variations in response to the rumination induction, we fitted a
Bayesian multivariate regression model with the standardised EMG amplitude as an outcome
andGroup as a categorical predictor (contrast-coded).Weused the same strategy formodelling
the interaction effect between the type of induction and the type of rumination induction.2

These analyseswere conducted using the brmspackage (Bürkner, 2018b), an R implementation
of Bayesian multilevel models that employs the probabilistic programming language Stan
(Carpenter et al., 2017).

Stan implements gradient-based Markov Chain Monte Carlo (MCMC) algorithms, which
allow yielding posterior distributions that are straightforward to use for interval estimation
around all parameters. Four chains were run for each model, including each 10.000
iterations and a warmup of 2.000 iterations. Posterior convergence was assessed examining
autocorrelation and trace plots, as well as the Gelman-Rubin statistic. Constant effects
estimates were summarised via their posterior mean and 95% credible interval (CrI), where
a credible interval interval can be considered as the Bayesian analogue of a classical
confidence interval, except that it can be interpreted in a probabilistic way (contrary to
confidence intervals). When applicable, we also report Bayes factors (BFs) computed using
the Savage-Dickey method.3 These BFs can be interpreted as updating factors, from prior
knowledge (what we knew before seeing the data) to posterior knowledge (what we know after
seeing the data).

2An introduction to Bayesian statistical modelling is outside the scope of the current paper but the interested
reader is referred to Nalborczyk et al. (2019a), for an introduction to Bayesian multilevel modelling using the brms
package.

3This method simply consists in taking the ratio of the posterior density at the point of interest divided by the
prior density at that point (Wagenmakers, Lodewyckx, Kuriyal, & Grasman, 2010).
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4.3 Results

The results section is divided into two sections investigating the effects of i) the type of
rumination induction and ii) the interaction effect between the type of rumination induction
and the type of relaxation. Each section is further divided into two subsections reporting either
confirmatory (preregistered) or exploratory (non-preregistered) analyses.

4.3.1 Effects of the rumination induction and ruminationmodality

4.3.1.1 Descriptive statistics and figures

We represent the standardised EMG amplitude during the rumination period for each
facial muscle in Figure 4.1. This figure reveals that the average standardised EMG amplitude
was higher than baseline after the rumination induction for both the OOI and FRO muscles,
while it was at the baseline level (on average) for the ZYG and lower than baseline for the
NCK. Overall, this figures does not show any group (modality-specific) differences (detailed
numerical descriptive statistics are reported in the supplementary materials).

4.3.1.2 Confirmatory (preregistered) analyses

In accordance with the preregistered analysis plan, we then fitted a multivariate Gaussian
model to estimate the effects of the rumination induction and the difference between the two
types of rumination induction. Estimations from this model are reported in Table 4.1.

Table 4.1: Estimates from the multivariate Gaussian model.

Response Term Estimate SE Lower Upper Rhat BF01

OOI Intercept 1.022 0.183 0.656 1.378 1.000 <0.001
ZYG Intercept -0.054 0.033 -0.120 0.011 1.000 8.251
FRO Intercept 1.504 0.184 1.131 1.861 1.000 <0.001
NEK Intercept -0.002 0.023 -0.050 0.043 1.000 41.497
FCR Intercept -0.036 0.036 -0.107 0.037 1.000 17.464
OOI group 0.209 0.341 -0.466 0.904 1.000 2.469
ZYG group 0.065 0.066 -0.066 0.193 1.000 9.332
FRO group -0.178 0.346 -0.869 0.516 1.000 2.535
NEK group 0.042 0.046 -0.050 0.132 1.000 13.642
FCR group 0.092 0.072 -0.048 0.235 1.000 6.094

Note. For each muscle (response), the first line represents the estimated average
amplitude after the rumination induction and its standard error (SE). The
second line represents the estimated average difference between the two types
of induction (verbal vs. visual). The ’Lower’ and ’Upper’ columns contain the
lower and upper bounds of the 95% CrI, whereas the ’Rhat’ column reports the
Gelman-Rubin statistic. The last column reports the BF in favour of the null
hypothesis.
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Figure 4.1. Standardised EMG amplitude during the rumination period. The coloured dots
represent the mean standardised EMG amplitude by participant and by type of induction. The
boxplot represents the median as well as the first and third quartiles. Note: the y-axis differs
between the two rows.

This analysis revealed that the average EMG amplitude of both the OOI and the FRO
muscles was estimated to be higher than baseline (the standardised scorewas above zero) after
rumination induction. However, it was not the case for the ZYG, NCK, and FCR muscles. We
did not observe the hypothesised difference according to the type of induction on the OOI (β =
0.209, 95% CrI [-0.466, 0.904], BF01 = 2.469) nor on the FRO (β = -0.178, 95% CrI [-0.869, 0.516],
BF01 = 2.535).

However, before proceeding further with the interpretation of the results, it is essential to
check the validity of this first model. A useful diagnostic of the model’s predictive abilities is
known as posterior predictive checking (PPC) and consists in comparing observed data to data
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simulated fromtheposterior distribution (e.g., Gelmanet al., 2013). Results from this procedure
are represented in Figure 4.2.
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Figure 4.2. Posterior predictive checking for the first model concerning the OOI and FRO
muscles. The dark blue line represents the distribution of the raw data while light blue lines
are dataset generated from the posterior distribution.

4.3.1.3 Exploratory analyses

The previous figure reveals that this first model fails to generate data that look like the
data we have collected. More precisely, the data we have collected look highly right-skewed,
especially concerning the OOI. As such, modelling the (conditional) mean of the standardised
EMG amplitude is highly sensitive to influential observations, and might not be the best index
to evaluate the effects of the type of rumination induction. To improve on this first model, we
then assume in the following a Skew-Normal distribution for the response. The Skew-Normal
distribution is a generalisation of the Gaussian distribution with three parameters ξ (xi),
ω (omega), and α (alpha) for location, scale, and shape (skewness), respectively. Another
limitation of the previous model is that it allocated the same weight to every participant.
However, the amount of rejected data differed across participants. For instance, for one
participant, we had to remove as much as 95% of their data during the manual artifact removal
step (note that the average rejection rate was of 0.36). Such a participant should weigh less
in the estimation of the overall effect. In the following models, we weigh the importance of
each participant by 1 minus the proportion of signal that was rejected for this participant.4

Estimations from this model are reported in Table 4.2.
4Technically, what is weighed is the contribution of the observation to the likelihood function.
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Table 4.2: Estimates from the multivariate (weighted) Skew-Normal
model.

Response Term Estimate SE Lower Upper Rhat BF01

ZYG Intercept -0.035 0.040 -0.112 0.048 1.000 16.401
ZYG group 0.087 0.066 -0.045 0.220 1.000 6.443
OOI Intercept 1.195 0.170 0.855 1.542 1.000 <0.001
OOI group -0.073 0.247 -0.565 0.450 1.000 4.013
NEK Intercept -0.005 0.031 -0.065 0.058 1.000 31.357
NEK group 0.026 0.054 -0.084 0.131 1.000 16.084
FRO Intercept 1.537 0.210 1.133 1.968 1.000 <0.001
FRO group -0.030 0.313 -0.700 0.588 1.000 3.194
FCR Intercept 0.003 0.040 -0.076 0.087 1.000 24.682
FCR group 0.111 0.071 -0.026 0.257 1.000 4.109

Note. For each muscle (response), the first line represents the estimated average
amplitude after the rumination induction and its standard error (SE). The
second line represents the estimated average difference between the two types
of induction (verbal vs. visual). The ’Lower’ and ’Upper’ columns contain the
lower and upper bounds of the 95% CrI, whereas the ’Rhat’ column reports the
Gelman-Rubin statistic. The last column reports the BF in favour of the null
hypothesis.

This analysis revealed that the average EMG amplitude of both the OOI and the FRO
muscles was estimated to be higher than baseline (the standardised scorewas above zero) after
rumination induction. However, it was not the case for the ZYG, NCK and FCR muscles. We
did not observe the hypothesised difference according to the type of induction on the OOI (β =
-0.073, 95%CrI [-0.565, 0.45], BF01 = 4.013) nor on the FRO (β = -0.03, 95%CrI [-0.7, 0.588], BF01

= 3.194). The posterior predictive checks for thismodel are presented in Figure 4.3 and indicate
that this model seems to better accommodate the collected data.

4.3.1.3.1 Cluster analyses
The results of the previous analyses do not corroborate the hypothesis according to which

the average EMG amplitude recorded over the speech muscles should be higher in the group
that underwent the verbal rumination induction, as compared to the non-verbal rumination
induction. However, wemight wonder whether the rumination inductionwas actually efficient
in inducing differentmodalities of ruminative thoughts. To answer this question, we first report
the average self-reported levels of either verbal or visual thoughts during the ruminationperiod
in Table 4.3.
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Figure 4.3. Posterior predictive checking for the Skew-Normal model concerning the OOI and
FROmuscles. Thedarkblue line represents thedistributionof the rawdatawhile light blue lines
are dataset generated from the posterior distribution.

Table 4.3: Mean and SE of self-reported levels of
either verbal or visual thoughts at the end of the
rumination period.

Group Verbal VAS Visual VAS Sample size

verbal 87.45 (2.86) 31.67 (4.38) 44
visual 83.92 (4.04) 30 (4.53) 41

Considering that both groups showed a similar ratio of verbal/non-verbal thoughts (see
Table 4.3), we used these self-reports to define a posteriori groups of participants that reported
more verbal (or non-verbal) ruminations. To this end, we used a cluster analysis (2D k-means)
to define two groups (clusters) in the space of the two VASs that have been used to assess the
amount of verbal and non-verbal thoughts during the rumination period (see Figure 4.4).

As can be seen from Figure 4.4 and from Table 4.4, this analysis revealed two groups of
participants that were either relatively i) high on the verbal VAS and low on the visual one or
ii) high on the visual VAS and low on the verbal one. However, the visual ruminators remained
quite high on the verbality scale.
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Figure 4.4. Results of the cluster analysis. The centroid of each cluster is represented by a circle
and a central cross. The green cluster represents ’verbal ruminators’ while the orange one
represents ’visual ruminators’.

Table 4.4: Center and size (number of
participants) of the two clusters identified
by the k-means algorithm.

Cluster Verbal VAS Visual VAS Size

1 93.55 11.77 53
2 72.81 62.49 32

We then fitted the same model as we previously did but using the cluster (instead of the
“group”) as a predictor to assess the influence of the nature of ruminative thoughts on each
muscle’ standardised EMG amplitude. Estimations from this model are reported in Table 4.5
and revealed no evidence for a difference between clusters on any muscle (i.e., the BF01 for the
effect of cluster was superior to 1 for every muscle).
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Table 4.5: Estimates from the multivariate (weighted) Skew-Normal
model based on the k-means clusters.

Response Term Estimate SE Lower Upper Rhat BF01

ZYG Intercept -0.032 0.041 -0.110 0.053 1.000 17.005
ZYG cluster -0.005 0.069 -0.148 0.131 1.000 14.664
OOI Intercept 1.196 0.174 0.855 1.553 1.000 <0.001
OOI cluster -0.037 0.253 -0.571 0.485 1.000 3.915
NEK Intercept 0.004 0.031 -0.056 0.066 1.000 32.501
NEK cluster -0.071 0.052 -0.177 0.037 1.000 7.382
FRO Intercept 1.626 0.210 1.210 2.047 1.000 <0.001
FRO cluster -0.584 0.348 -1.302 0.102 1.000 0.708
FCR Intercept 0.004 0.042 -0.078 0.090 1.000 24.173
FCR cluster 0.018 0.073 -0.127 0.163 1.000 13.835

Note. For each muscle (response), the first line represents the estimated average
amplitude after the rumination induction and its standard error (SE). The
second line represents the estimated average difference between the two types
of induction (verbal vs. visual). The ’Lower’ and ’Upper’ columns contain the
lower and upper bounds of the 95% CrI, whereas the ’Rhat’ column reports the
Gelman-Rubin statistic. The last column reports the BF in favour of the null
hypothesis.

4.3.1.3.2 Relation between self-reports and EMG amplitude
We represent the relation between self-reported levels of state rumination (after induction)

and the EMGamplitude (of the four facialmuscles) changes frombaseline to post-induction in
Figure 4.5. This figure reveals an overall positive association between the level of self-reported
state rumination after induction and the increase in EMG amplitude from baseline to
post-induction on the FRO muscle, but not substantial relation concerning the other muscles.

To further analyse the relationship between self-reported levels of state rumination and
standardised EMG amplitude, we fitted a weighted multivariate Skew-Normal model (as
previously). Estimations from this model are reported in Table 4.6.

This analysis revealed a weak positive association between self-reported levels of state
rumination (BSRI score) after induction and the standardised EMG amplitude recorded over
the FRO muscle (β = 0.283, 95% CrI [-0.097, 0.66], BF01 = 1.805). This analysis revealed
no evidence for an association between self-reported levels of state rumination and the
standardised EMG amplitude recorded over the other muscles.

In summary, while successful in inducing higher levels of state rumination (higher BSRI
scores), the rumination induction did not permit to induce rumination in different modalities.
Whenexaminingaposteriori groupsof verbal vs. visual ruminators,wedidnotfindevidence for
specific electromyographic correlates. However, it should be noted that participants who were
a posteriori included in the visual group were also high on the verbality scale. Interestingly, we
observed a weak positive correlation between self-reported levels of state rumination and the
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Figure 4.5. Relation between self-reported levels of state rumination (on the x-axis) and
standardisedEMGamplitude after the rumination induction (on the y-axis). Thedots represent
individual observations, whose size varies with the percentage of signal that was kept after
removing artifacts. The black line represents the regression line with its 95% CI.

standardisedEMGamplitudeof theFRO (see supplementarymaterials for additional analyses).

4.3.2 Effects of the relaxation

4.3.2.1 Planned (preregistered) analyses

We hypothesised that an orofacial relaxation should cause a stronger decrease of state
rumination than a relaxation targeting the arm, for the participants that went through a verbal
rumination induction, in comparison to a non-verbal rumination induction. In other words,
we expected an interaction effect between the type of rumination induction and the type of
relaxation. As the relaxation was directly targeted at the facial muscles, we did not expect
the overall EMG amplitude to be a reliable index of ongoing rumination in this part of the
experiment. Therefore, we only report an analysis of the self-reported levels of state rumination
(but see the supplementary materials for additional analyses).

To analyse this interaction effect, we fitted aGaussianmodel with a constant effect of group
(verbal vs. non-verbal rumination induction) and relaxation (orofacial vs. arm relaxation) to
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Table 4.6: Estimates from the multivariate (weighted) Skew-Normal
model assessing the relation between self-reported levels of state
rumination and standardised EMG amplitude.

Response Term Estimate SE Lower Upper Rhat BF01

ZYG Intercept -0.032 0.041 -0.112 0.051 1.000 17.092
ZYG bsri 0.004 0.034 -0.061 0.070 1.000 29.882
OOI Intercept 1.187 0.170 0.860 1.536 1.000 <0.001
OOI bsri -0.063 0.130 -0.321 0.195 1.000 7.061
NEK Intercept -0.006 0.030 -0.063 0.058 1.000 33.05
NEK bsri 0.030 0.030 -0.027 0.092 1.000 19.442
FRO Intercept 1.523 0.208 1.126 1.957 1.000 <0.001
FRO bsri 0.283 0.192 -0.097 0.660 1.000 1.805
FCR Intercept 0.000 0.041 -0.079 0.086 1.000 24.845
FCR bsri 0.048 0.035 -0.023 0.116 1.000 11.079

Note. For each muscle (response), the first line represents the estimated average
amplitude after the rumination induction and its standard error (SE). The
second line represents the estimated relation between self-reported levels
of state rumination and standardised EMG amplitude. As the BSRI scores
have been centered and standardised, this estimate approximate a correlation
coefficient. The ’Lower’ and ’Upper’ columns contain the lower and upper
bounds of the 95% CrI, whereas the ’Rhat’ column reports the Gelman-Rubin
statistic. The last column reports the BF in favour of the null hypothesis.

predict the difference in BSRI score (after minus before the relaxation). Estimations from this
model are reported in Table 4.7.

Table 4.7: Estimated changes in self-reported levels of state
rumination (BSRI scores).

Term Estimate SE Lower Upper Rhat BF01

Intercept -92.07 13.72 -119.37 -64.96 1.00 <0.001
group 0.94 27.06 -50.68 55.06 1.00 3.69
relax_type 25.09 26.75 -29.34 76.67 1.00 2.405
group:relax_type 25.45 47.88 -73.75 118.19 1.00 1.846

Note. For each effect, the ’Estimate’ reports the estimated change in BSRI
scores, followed by its standard error (SE). The ’Lower’ and ’Upper’ columns
contain the lower and upper bounds of the 95% CrI, whereas the ’Rhat’
column reports the Gelman-Rubin statistic. The last column reports the BF
in favour of the null hypothesis.

This analysis revealed a general decrease in self-reported levels of state rumination after
relaxation (β = -92.069, 95% CrI [-119.371, -64.96], BF01 < 0.001) but no substantial interaction
effect with the relaxation type or the induction type (all BF01 were superior to 1). As two-way
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and three-way interaction terms are difficult to interpret numerically, we represent the rawdata
along with the model predictions in Figure 4.6. This Figure supports the conclusion that we did
not observe any interaction effects (the linewereparallel andwith similar slopes across panels).
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Figure 4.6. Self-reported levels of state rumination (BSRI score) by condition. The left panel
depicts results in the orofacial relaxation group while the right panel depicts results in the arm
relaxation group. Verbal ruminators are represented in green whereas non-verbal ruminators
are represented in orange. Individual observations (each participant) are represented by the
smaller coloured dots whereas estimated means and 95% CrI are represented by the bigger
surimposed coloured circles and vertical error bars.

The three way interaction term (the last line of Table 4.7) indicates that the interaction
between condition (time) and the type of relaxation was slightly different according to the
type of induction type (β = 25.447, 95% CrI [-73.748, 118.19], BF01 = 1.846). However, the large
uncertainty associated with this three-way interaction effect (as expressed by the SE and the
width of the credible interval) prevents any strong conclusion. Moreover, the sign of the BF
supports the null hypothesis (although weakly in magnitude).

To sum up, we did not find evidence for an interaction effect between the type of induction
(verbal vs. non verbal) and the type of relaxation (orofacial versus arm) on the self-reported
levels of state rumination. We turn now to a general summary and discussion of the overall
results.
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4.4 Discussion

With this study we aimed to replicate and extend previous findings showing that induced
rumination was associated with increased facial muscular activity as compared to rest
(Nalborczyk et al., 2017). More precisely, we tried to disentangle the facial electromyographic
correlates of induced rumination that were related to either i) rumination as a kind of
inner speech or ii) rumination as a state of pondering on negative affects. To this end, we
compared two types of rumination induction. The first one was designed to specifically induce
rumination in a verbal modality, whereas the second one was designed to induce rumination
in a visual imagery modality. Following the motor simulation view of inner speech production,
we hypothesised that the verbal rumination induction should result in higher activity in the
speech-related muscles than the non-verbal rumination induction. At the same time, forehead
muscular activity should vary consistently (i.e., should not differ) across conditions, as both
conditions were expected to induce similar levels of negative affects. Following the motor
simulation view aswell as previous observations (Nalborczyk et al., 2017), we also hypothesised
that a relaxation focused on the orofacial area should be more efficient in reducing rumination
(when experienced in a verbal modality) than a relaxation focused on a non-orofacial area (i.e.,
the arm).

To examine these hypotheses, it was crucial to first show that i) the rumination induction
was successful in inducing rumination and ii) that the two types of rumination induction
were effectively inducing different types of rumination (i.e., verbal vs. non-verbal rumination).
Although our results show that the rumination induction was successful in inducing
rumination (as expressed by the increase in self-reported state rumination), it failed to induce
rumination in different modalities. That is, there was no difference in self-reported levels of
verbal vs. non verbal thoughts, andno substantial difference in the facial EMGcorrelates across
conditions. Moreover, even when defining groups of verbal vs. visual ruminators a posteriori
(i.e., based on the self-reports), these two groups were not discriminable by their facial EMG
recordings. However, it should be noted that both a posteriori groups of participants were high
on the verbality scale. In addition, self-reported levels of state ruminationwere only (positively)
related to the EMG amplitude of the foreheadmuscle (FRO), but were not related to the activity
of the other facial muscles. In the second part of the experiment, comparing the two types of
relaxation (either focused on the orofacial area or on the arm) revealed no difference in terms
of their impact on state rumination, whatever the type of rumination induction participants
went through. We discuss each of these results in the following sections.

4.4.1 Inducing rumination in differentmodalities

Basedon the self-reports of verbal andvisual thoughts assessedat the endof the rumination
period (cf. Table 4.3), both induction types lead to similar ratios of verbal to visual self-reported
rumination. However, the fact that we did not find modality-specific electromyographic
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correlates of rumination when contrasting a posteriori groups of participants still poses
a challenge to the motor simulation view. In a recent attempt to bridge response styles
theories of trait rumination (Nolen-Hoeksema, 1991) and control theory accounts of state
rumination (Martin & Tesser, 1996), rumination has been defined as a mental habit (Watkins
& Nolen-Hoeksema, 2014). In this framework, self-focused repetitive thoughts (such as
rumination) are triggered by goal discrepancies (i.e., discrepancies between an initial goal and
the current state) and can become habitual behavioural responses to certain contextual cues.
More precisely, rumination can become habitual through a process of “automatic association
between the behavioral response (i.e., repetitive thinking) and any context that occurs
repeatedly with performance of the behavior (e.g., physical location, mood), and in which the
repetitive thought is contingent on the stimulus context” (Watkins & Nolen-Hoeksema, 2014).

Habitual behaviours are more automatic that non-habitual behaviours, they are less
conscious and are often less controllable. In other words, frequent ruminators do not willingly
engage in ruminative thinking. Instead, rumination might be triggered by contextual cues
such as a negative mood, without the explicit evocation of a goal (or discrepancy toward this
goal). According to a recent neurocognitive model of inner speech production (Lœvenbruck
et al., 2018), inner speech is considered as an action on its own (as overt speech is), except
that multimodal sensory consequences of speech are simulated. This model also suggests
that different forms of inner speech might involve the speech motor system to a different
extent (Grandchamp et al., 2019; Lœvenbruck, 2019). More precisely, highly expanded forms
of inner speech (e.g., subvocally rehearsing a phone number) are hypothesised to recruit the
speech apparatus to a greater extent than more evasive and more condensed forms of inner
speech. Accordingly, we speculate that rumination might be considered as a spontaneous (in
opposition to deliberate) form of inner speech that does not require a full specification of
articulatory features.

If this hypothesis is correct, namely if rumination usually take a more condensed form, we
should not expect to observe peripheral muscular activity during rumination. Consequently,
we need to explain the increased EMG amplitude recorded over the OOI after the rumination
induction that was observed in this experiment (but also in Nalborczyk et al., 2017). Given that
the level of activity in OOI increased more than that in ZYG after rumination induction, two
interpretations are possible. First, it could be that OOI reflects some implication of the speech
motor system related to rumination. Even though rumination is presumably expressed in a
condensed form, it might contain some fully expanded instances. The fact that the activity in
the ZYG did not increase could be explained by its weak involvement in non hyper-articulated
speech production (a finding also obtained by Rapin et al., personal communication). The
fact that the increase in OOI activity is not proportional to the degree of self-reported state
rumination could be due to the fact that condensed instances of rumination overweigh the
more expanded instances. A second interpretation could be that theOOI activity reflects in fact
negative mood (cf. Ekman’s action units 22, 23, 24) or cognitive effort (van Boxtel & Jessurun,
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1993; Waterink & van Boxtel, 1994). The stability in the level of activity of the ZYG muscle is
compatible with this second interpretation.

Finally, another explanation for the absence of modality-specific EMG correlates might
come from previous studies using surface EMG to investigate inner speech production. As
summarised in the previous section, our results do not support theoretical predictions of the
motor simulation view, according to which it should be possible to discriminate the content
of inner speech (and rumination) based on peripheral muscular activation. Nevertheless, the
outcome of the present study is consistent with the results reported by Meltzner et al. (2008).
These authorswere able toobtainhigh classificationaccuraciesduringbothovert andmouthed
speech but not during covert speech (despite the fact that they used eleven sensors on the neck
and the lower face).

However, the results ofMeltzner et al. (2008) (andours) stand in sharpcontrastwith classical
results about the electromyographic correlates of inner speech production (e.g., McGuigan &
Dollins, 1989;McGuigan&Winstead, 1974; Sokolov, 1972) aswell asmore recent developments.
For instance, Kapur et al. (2018) developed a wearable device composed of seven surface
EMG sensors that can attain a 92% median classification accuracy in discriminating internally
vocalised digits. However, these discrepant results could be explained by differences in the
research methodology employed by these different teams (see discussion in Nalborczyk et al.,
in preparation). Indeed, the between-subject nature of the designs investigating the effects
of induced rumination might hamper the possibility of highlighting modality-specific EMG
correlates of induced rumination. Because (surface) electromyography is only a noisy indicator
of inner speech production, decoding the content of inner speech based on such signals
require multiple measurements per individual, and possibly participant-specific recording
characteristics. Therefore, the lack ofmodality-specific EMGcorrelatesmight also be explained
by a lack of sensitivity of the design we describe in the current article.

We think this possibilitymight be examined by looking at the results obtained in the second
part of the experiment. If the absence of modality-specific EMG correlates is only due to a lack
of sensitivity, state rumination should still bemore disrupted by an orofacial relaxation than by
a non-orofacial relaxation.

4.4.2 Modality-specific and effector-specific relaxation effects

Contrary to our predictions, we did not observe the interaction effect between the type of
rumination induction (verbal vs. non-verbal) and the type of relaxation (orofacial relaxation
vs. arm relaxation). This null result also persisted when considering the interaction between
the a posteriori cluster and the type of relaxation (see supplementary materials). Moreover,
BF-based hypothesis testing revealed no evidence for a difference between the two types of
relaxation5 (cf. Table 4.7 and Figure 4.6). However, looking in more details into the estimations

5Neither did it reveal evidence for a difference, as the BFwas close to 1. A Bayes factor around 1means that the
observed data is similarly likely to appear under both the hypothesis of an effect being different from zero and the
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from this model reveals that the arm relaxation was estimated to be more efficient than the
orofacial relaxation in reducing self-reported levels of state rumination (BSRI scores). More
precisely, the difference between the two types of relaxations was estimated to be of around
25 points on the scale of the BSRI sum score, although the large uncertainty associated with
this estimation prevents any strong conclusion.

Interestingly, these results are contradicting those of Nalborczyk et al. (2017), who observed
a stronger decrease in self-reported state rumination following the orofacial relaxation than the
arm relaxation. However, it should be noted that both the results of Nalborczyk et al. (2017) and
the results reported in the current article are based on comparisons involving relatively low
sample sizes (two groups of around 20 participants and two groups of around 40 participants,
respectively). As such, these results should be considered at most as suggestive.

Nevertheless, the high similarity between these two studies warrants a meta-analytical way
of thinking about their results. In otherwords, given that both studies used a similar rumination
induction and the same relaxation recordings, we can compute an average effect size across
these two studies to get a more accurate estimate of the population effect size. The effect size
(pooled Cohen’s d) for the difference between the two types of relaxationwas of δ = -0.498 (95%
CI [-1.095, 0.098]) inNalborczyket al. (2017) andofδ=0.217 (95%CI [-0.216, 0.65]) in the current
article. Because the current study has a larger sample size, the uncertainty (the width of the
CI) about the value of the Cohen’s d is smaller. Therefore, weighting both estimates by their
respective standard error reveals an average effect size that is very close to zero (δ = -0.052).

To sum up, we did not observe a stronger effect of the orofacial relaxation (when compared
to the non-orofacial relaxation) and we did not observe the hypothesised interaction effect
between the type of rumination induction and the type of relaxation. Moreover, we also did
not observe an interaction between the type of rumination induction and the clusters defined
a posteriori (see supplementary materials). These results taken together corroborate the
hypothesis formulated previously, according to which rumination –as a mental habit (Watkins
&Nolen-Hoeksema, 2014)– could be considered as a strongly internalised and condensed form
of inner speech. As such, ruminative thinking would not require the involvement of the speech
motor system. Therefore, rumination is not expected to be disrupted by motor interferences
such as relaxation or articulatory suppression (Nalborczyk et al., 2018).

4.4.3 Conclusions

We aimed to evaluate whether rumination is better described as a form of inner speech
that requires themotor simulationof speechproduction, or as a rather abstract andarticulatory
impoverished formof inner speech. In the first case, verbal rumination should be accompanied
by an activation of the speech muscles and should be disrupted by motor interference directed
at the speechmuscles. To examine these hypotheses,we extended aprevious study (Nalborczyk

hypothesis of a null effect. Moreover, it should be noted that BFs are extremely dependent on prior assumptions.
As such, the obtained BFs might vary substantially by varying the prior assumptions of the fitted models.
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et al., 2017) and compared two types of rumination induction designed to elicit either verbal or
non-verbal (visual) rumination.

In the first part of the experiment, we replicated the findings of Nalborczyk et al. (2017)
by showing that both the activity of the forehead (FRO) and the activity of the lip (OOI) was
higher thanbaselineafter a rumination induction (averagingacross the two typesof rumination
induction).However,we failed to finddistinct EMGcorrelateswhen comparing the two types of
rumination induction or when comparing two (a posteriori defined) groups of verbal vs. visual
ruminators (althoughboth groups showeda relatively high levels of verbal thoughts).Moreover,
only theactivity of the foreheadwas related to self-reported state rumination. In the secondpart
of the experiment, we did not observe the hypothesised interaction effect between the type
of induction and the type of relaxation. More precisely, following the motor simulation view
of inner speech production, we expected to observe a stronger decrease in self-reported state
rumination following an orofacial relaxation than a non-orofacial relaxation, when rumination
was expressed in a verbal modality (as compared to a non-verbal modality). This prediction
was not supported by the data. Taken together, these results suggest that verbal rumination is a
somehow impoverished form of inner speech that is not fully specified at an articulatory level.

We speculated that this observation might be explained by the degree of automaticity that
usually accompanies rumination. Following the mental habit view of rumination (Watkins &
Nolen-Hoeksema, 2014), rumination can be considered as an habitual mode of response to
contextual cues (e.g., negative mood). As such, it can be considered as a non-intentional (or
weakly intentional) form of inner speech. Thus, the absence of modality-specific correlates
of verbal rumination is congruent with the observation that inner speech is more strongly
accompaniedbyperipheralmuscular activationwhenexpressed intentionally orunder adverse
conditions (e.g., Sokolov, 1972).

Some limitations are worth keeping in mind when interpreting these results. First, the
current sample only consisted of female participants. Whereas it permitted to maximise
the probability of effectively inducing rumination, it also limits the generalisability of these
findings. Second, although the rumination induction resulted in slightly different levels
of self-reported levels of verbal thoughts, this difference was weak. Instead of inducing
rumination in different modalities, a more fruitful strategy to compare the consequences of
verbal vs. non-verbal rumination might be to induce rumination in the “preferred” modality of
the participant. We might recruit participants with a propensity to ruminate preferentially in
oneof thosemodalities andpresent themwith a classical rumination inductionprocedure. This
would arguably increase the contrast between the two type of inductions and the probability
of observing modality-specific EMG correlates, if any.

Nevertheless, these results provide relevant information for both the study of repetitive
negative thinking (including rumination) and the study of inner speech. On the first hand,
the strong internalisation and condensation of verbal rumination speaks in favour of the
conception of rumination as a mental habit (Watkins & Nolen-Hoeksema, 2014). On the other
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hand, the modulation of the involvement of the speech motor system during inner speech
by its degree of automaticity is congruent with previous observations. However, these results
still need to be replicated and further developed before being incorporated into integrative
neurocognitive models of inner speech production.

4.5 Supplementarymaterials

Pre-registered protocol, open data, supplementary analyses as well as reproducible code
and figures are available at https://osf.io/c9pag/.

Many packages have been used for the writing of this paper, among which the BEST,
patchwork and ggplot2 packages for plotting (Kruschke & Meredith, 2018; Pedersen, 2017;
Wickham et al., 2018), the tidybayes and sjstats packages for data analysis (Kay, 2018;
Lüdecke, 2018), the biosignalEMG and R.matlab packages for signal processing (Bengtsson,
2016; Guerrero & Macias-Diaz, 2018), as well as the glue and tidyverse packages for code
writing and formatting (Hester, 2017; Wickham, 2017).

4.6 Acknowledgements

This project was funded by the ANR project INNERSPEECH (grant number
ANR-13-BSH2-0003-01). LN was funded by a PhD fellowship from Univ. Grenoble Alpes.
We thank Nathalie Vallet for recording the relaxation sessions.

123

https://osf.io/c9pag/


CHAPTER 4. DISSOCIATING FACIAL ELECTROMYOGRAPHIC CORRELATES OF VISUAL AND VERBAL
INDUCED RUMINATION

Summary of Chapter 4

In this chapter, we sought to examine the differences (if any) between different forms
of induced rumination, that should theoretically involve the speech motor system to a
different extent. We compared the EMG orofacial correlates of either verbal rumination
or non-verbal (visual) rumination. Unfortunately, self-reports of the modal content
of the ruminative thoughts showed that our induction did not succeed in inducing
rumination in different modalities. However, even when exploring the (a posteriori)
relation between the modality of the ruminative thoughts and the facial EMG correlates,
we failed to find the predicted relation. Put simply, verbal ruminationwas not associated
with more activity in the speech muscles than non-verbal rumination. Moreover,
comparing two types of relaxation revealed that, in contrast to previous results (cf.
Chapter 3), the arm relaxation was slightly more efficient than the orofacial relaxation in
reducing state rumination. Averaging the relaxation results from these two first studies
revealed that both relaxation types have a similar effect on state rumination. These
results therefore suggest that verbal rumination is not specifically accompanied with
peripheral muscular activity in the speech muscles. However, it is unclear whether this
result is due to a poor sensitivity of the surface EMG measurements or to the fact that
rumination is a condensed form of inner speech that does not involve the speech motor
system. In the next chapter, we seek to resolve that ambiguity by examining the reliability
of our EMG measurements to detect peripheral muscular activity during inner speech
production.
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Can covertly produced rounded and spread features be

distinguished using surface electromyography?

Although having a long history of scrutiny in experimental psychology, it is still
controversial whether inner speech (covert speech) production is accompanied by
specific activity in speech muscles. We address this question by briefly reviewing

previous findings related to inner speech and to the broader phenomenon of motor imagery.
We then present the results of a preregistered experiment looking at the electromyographic
correlates of both overt speech and inner speech production of two classes of nonwords. An
automatic classification approach was undertaken to discriminate these signals according to
the class of nonword to be uttered in both overt and covert speech. Although this approach led
to reasonable accuracy rates during overt speech production, it failed to discriminate inner
speech content based on surface electromyography signals. However, exploratory analyses
conducted at the individual level revealed that it was possible to discriminate inner speech
content for two participants. We discuss these results in relation to the existing literature and
suggest alternative ways to test the engagement of the speech motor system during inner
speech production.1

5.1 Introduction

As you read these words, you are likely experiencing the presence of a familiar speechlike
companion.This inner voiceusually accompaniesdaily activities suchas readingorwriting and
is estimated to be present on average one quarter of our awaken life (Heavey & Hurlburt, 2008).

1This experimental chapter is a working manuscript reformatted for the need of this thesis. Source:
Nalborczyk, L., Grandchamp, R., Koster, E.H.W., Perrone-Bertolotti, M., & Lœvenbruck, H. (in preparation). Can
covertly produced rounded and spread features be distinguished using surface electromyography? Pre-registered
protocol, preprint, data, supplementary materials, as well as reproducible code and figures are available at:
https://osf.io/czer4/.
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Several studies using experience sampling or questionnaires (e.g., Hurlburt & Heavey, 2015;
McCarthy-Jones & Fernyhough, 2011) have shown that by deliberately paying attention to this
voice, one can examine its phenomenological properties such as identity (whose voice is it?) or
other high-level characteristics (e.g., is it gendered?). It is also possible to examine lower-level
features like the tone of the voice, its pitch or its tempo.

This set of basic observations leads to some important insights about the nature of
inner speech. The simple fact that we can make sensory judgements about our inner voice
tautologically reveals that inner speech is accompanied by sensory percepts (e.g., speech
sounds, kinaesthetic feelings). This leads to other fundamental questions: where do these
percepts come from?Why do they sound and feel like the ones we experiencewhenwe actually
(overtly) speak?

Two main classes of explanatory models have been suggested to answer these questions. A
first class of theories is described under the umbrella term of motor simulation view. These
theories broadly suggest that inner speech can be conceived as a kind of action on its own
(S. R. Jones & Fernyhough, 2007b; Martínez-Manrique & Vicente, 2015) in the same way as
overt speech is, except that speech percepts (e.g., speech sounds) are simulated. Most theories
under this view share the postulate that the speech motor system is involved (to some extent)
during inner speech production. In contrast, a second class of theories, that we describe as
the abstraction view (e.g., Oppenheim & Dell, 2008), suggest that inner speech results from the
activation of abstract linguistic representations that do not involve lower-level features (e.g.,
articulatory representations).

Previous research has demonstrated that it is possible to record muscle-specific
electromyographic correlates of inner speech (e.g., McGuigan & Dollins, 1989; McGuigan &
Winstead, 1974). However, these studies mostly focused on small samples of participants
and sometimes used invasive intramuscular electromyography. In contrast, more recent
research studies using surface electromyography lead to mixed results (e.g., Meltzner et
al., 2008). Building upon previous work, we describe an experimental set-up using surface
electromyography with the aim of testing the involvement of specific speech muscle groups
during inner speech production.

5.2 Inner speech asmotor imagery of speech

Speech production is a complex motor action, involving the fine-grained coordination of
more than 100 muscles in the upper part of the body (Simonyan & Horwitz, 2011). In adult
humans, its covert counterpart (referred to as inner speech or verbal imagery) has developed
to support a myriad of different functions. In the same way as visual imagery permits to
mentally examine visual scenes, verbal imagery can be used as an internal tool, allowing
–amongst other things– to rehearse or to prepare past or future conversations (for reviews, see
Alderson-Day & Fernyhough, 2015; Perrone-Bertolotti et al., 2014). Because speech production
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results from sequences of motor commands which are assembled to reach a given goal, it
belongs to the broader category of motor actions (Jeannerod, 2006). Therefore, a parallel can
be drawn between verbal imagery and other forms of motor imagery (e.g., imagined walking
or imagined writing). Accordingly, studies on the nature of inner speech might benefit from
insights gained from the study ofmotor imagery and the field ofmotor cognition (e.g., Haggard,
2005; Jeannerod, 2006).

Motor imagery can be defined as themental process bywhich one rehearses a given action,
without engaging in the physical movements involved in this particular action. One of the
most influential theoretical accounts of this phenomenon is themotor simulation theory (MST;
Jeannerod, 1994, 2001, 2006). In this framework, the concept of simulation refers to the “offline
rehearsal of neural networks involved in specific operations such as perceiving or acting”
(Jeannerod, 2006, p. 29) and motor imagery is conceptualised as a simulation of the covert
(i.e., invisible and inaudible to an external observer) stage of the same executed action. The
MST shares some similaritieswith the theories of embodied and grounded cognition (Barsalou,
2008) in that both account motor imagery by appealing to a simulation mechanism. However,
the concept of simulation in grounded theories is assumed to operate in order to acquire
specific conceptual knowledge (O’Shea & Moran, 2017), which is not the concern of the MST.
In other words, we should make a distinction between embodiment of content, which concerns
the semantic content of language, and embodiment of form, which concerns “the vehicle of
thought”, that is, proper verbal production (Pickering & Garrod, 2013).

A second class of explanatory models of motor imagery are concerned with the
phenomenon of emulation and with internal models (see Gentsch, Weber, Synofzik, Vosgerau,
& Schütz-Bosbach, 2016, for a review of the similarities and dissimilarities between simulation
and emulation models). Internal model theories share the postulate that action control uses
internal models, that is, systems that simulate the behaviour of the motor apparatus (Jordan
& Rumelhart, 1992; Kawato et al., 1987). The function of internal models is to estimate and
anticipate the outcome of a motor command. Among the internal model theories, motor
control models based on robotic principles (e.g., Kawato, 1999; Wolpert et al., 1995) assume
two kinds of internal models (that are supposed to be coupled and regulated): a forward model
(or simulator) that predicts the sensory consequences of motor commands from efference
copies of the issued motor commands, and an inverse model (or controller) that calculates
the feedforward motor commands from the desired sensory states (Gentsch et al., 2016;
Lœvenbruck et al., 2018).

Emulation theories (e.g., Grush, 2004; Moulton & Kosslyn, 2009) borrow from both
simulation theories and internal model theories and provide operational details of the
simulation mechanism. In the emulation model proposed by Grush (2004), the emulator is a
device that implements the same input-output function as the body (i.e., the musculoskeletal
system and relevant sensory systems).2 When the emulator receives a copy of the control signal

2In Grush’s terminology, emulator is used as a synonym for forward model (see Grush, 2004, pp. 378–379).
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(which is also sent to the body), it produces an output signal (the emulator feedback), identical
or similar to the feedback signal produced by the body, yielding mock sensory percepts (e.g.,
visual, auditory, kinaesthetic) during motor imagery.

By building upon models of speech motor control (e.g., Houde & Nagarajan, 2011; Wolpert
et al., 1995), a recentmodel describeswilful (voluntary) expanded inner speech as “multimodal
acts with multisensory percepts stemming from coarse multisensory goals” (Lœvenbruck et
al., 2018). In other words, in this model the auditory and kinaesthetic sensations perceived
during inner speech are assumed to be the predicted sensory consequences of simulated
speechmotor acts, emulated by internal forwardmodels that use the efference copies ofmotor
commands issued from an inverse model (this proposal shares similarities with the emulation
model of motor imagery, Grush, 2004). In this framework, the peripheral muscular activity
recorder during inner speech production is assumed to be the result of partially inhibited
motor commands. It should be noted that both simulation, emulation, and motor control
frameworks can be grouped under the motor simulation view and altogether predict that the
motor system should be involved to some extent during motor imagery, and by extension,
during inner speech production. We now turn to a discussion of findings related to peripheral
muscular activity during motor imagery and inner speech.

5.3 Electromyographic correlates of covert actions

Across both simulationist and emulationist frameworks, motor imagery has consistently
been defined as the mental rehearsal of a motor action without any overt movement. One
consequence of this claim is that, in order to prevent execution, the neural commands for
muscular contractions should be blocked at some level of themotor systemby active inhibitory
mechanisms (for a review, see Guillot et al., 2012a). Despite these inhibitory mechanisms,
there is abundant evidence for peripheral muscular activation during motor imagery (for
a review, see Guillot & Collet, 2005; Guillot et al., 2012a, 2010). As suggested by Jeannerod
(1994), the incomplete inhibition of the motor commands would provide a valid explanation
to account for the peripheral muscular activity observed during motor imagery. This idea has
been corroborated by studies of changes in the excitability of themotor pathways duringmotor
imagery tasks (for a review, see Stinear, 2010). For instance, Bonnet et al. (1997) measured
spinal reflexes while participants were instructed to either press a pedal with the foot or to
simulate the sameactionmentally. They observed that bothH-reflexes andT-reflexes increased
during motor imagery, and that these increases correlated with the force of the simulated
pressure. Moreover, the pattern of results observed during motor imagery was similar (albeit
weaker in amplitude) to that observed during execution, supporting the motor simulation
view ofmotor imagery.Using transcranialmagnetic stimulation, several investigators observed
muscle-specific increases of motor evoked potentials during various motor imagery tasks,
whereas no such increase could be observed in antagonist muscles (e.g., Fadiga et al., 1999;
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Rossini, 1999).3

When considered as a form of motor imagery, inner speech production is also expected
to be accompanied with peripheral muscular activity in the speech muscles. This idea is
supported by many studies showing peripheral muscular activation during inner speech
production (e.g., Livesay et al., 1996; Locke, 1970; Locke&Fehr, 1970;McGuigan&Dollins, 1989;
McGuigan & Winstead, 1974; Sokolov, 1972), during auditory verbal hallucinations in patients
with schizophrenia (Rapin et al., 2013), or during inducedmental rumination (Nalborczyk et al.,
2017). Some authors also recently demonstrated that it is possible to discriminate inner speech
content based on surface electromyography (EMG) signals with amedian 92%accuracy (Kapur
et al., 2018). However, other teams failed to obtain such results (e.g., Meltzner et al., 2008).

Many of these EMG studies concluded on the involvement of the speech motor system
based on a difference in EMG amplitude by contrasting a period of inner speech production
to a period of rest. However, as highlighted by Garrity (1977), it is usually not enough to show
an increase of speech muscle activity during inner speech to conclude that this activation is
related to inner speech production. Indeed, three sorts of inference can be made based on
the studies of electromyographic correlates of inner speech production, depending on the
stringency of the control procedure. The stronger sort of inference is permitted by highlighting
a discriminative pattern during covert speech production, as for instance when demonstrating
a dissociation between different speech muscles during the production of speech sounds of
different phonemic class (e.g, contrasting labial versus non-labial words). According to Garrity
(1977), other (weaker) typesof control procedures include i) comparing theEMGactivity during
covert speech production to a baseline period (without contrasting phonemic classes in covert
speechutterances), or ii) comparing the activity of speech-related andnon-speech related (e.g.,
forearm) muscle activity. Ideally, these controls can be combined by recording and contrasting
speech and non-speech related muscles in different conditions (e.g., rest, covert speech, overt
speech) of pronunciation of different speech sounds classes (e.g., labial versus non-labial).

Previous research studies carried out using the preferred procedure recommended by
Garrity (1977) suggest a discriminative patterns of electromyographic correlates according
to the phonemic class of the words being covertly uttered (e.g., McGuigan & Dollins, 1989;
McGuigan & Winstead, 1974), which would corroborate the motor simulation view of inner
speech. However, these studies used limited sample sizes (often less than ten participants),
worked mostly with children participants and used signal processing methods that are now
outdated. These factors limit the generalisability of the above findings because i) low-powered
experiments provide biased estimates of effects, ii) following the natural internalisation
process, inner speech muscular correlates are expected to weaken with age and iii) a higher
sensitivity could be attained by using modern sensors and signal processing methods.

The present study intends to bring new information to the debate between the motor
3As a side note, we remark that these findings are consistent with both the simulation and emulation views of

motor imagery.
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simulation view and the abstraction view of inner speech, and can be seen as a replication
and extension of previous works carried out by McGuigan and collaborators (e.g., McGuigan
& Dollins, 1989; McGuigan & Winstead, 1974). We aimed to demonstrate similar dissociations
by using surface electromyography recorded over the lip (orbicularis oris inferior, OOI) and
the zygomaticus major (ZYG) muscles. More precisely, given that rounded phonemes (such
as /u/) are articulated with orbicular labial contraction, whereas spread phonemes (such as
/i/) are produced with zygomaticus contraction, if the motor simulation view is correct, we
should observe a higher average EMG amplitude recorded over the OOI during both the overt
and inner production of rounded nonwords in comparison to spread nonwords. Conversely,
we would expect a lower average EMG amplitude recorded over the ZYG during both the inner
and overt production of rounded nonwords in comparison to spread nonwords. In addition,
wewould not expect to observe content-specific differences in EMG amplitude concerning the
non speech-related muscles (i.e., forehead and forearm muscles).

5.4 Methods

In the Methods and Data analysis sections, we report how we determined our sample size,
all data exclusions, all manipulations, and all measures in the study (Simmons et al., 2012). A
pre-registered version of our protocol can be found on OSF: https://osf.io/czer4/.

5.4.1 Participants

As previous studies of the electromyographic correlates of inner speechweremostly carried
out with samples of children or young adults, used different kinds of EMG measures (surface
EMG or needle EMG), and different kinds of signal processing methods, it was impractical to
determine the effect size of interest for the current study. Therefore, we used sequential testing
as our sampling procedure, based on the method described in Schönbrodt & Wagenmakers
(2018) and Schönbrodt, Wagenmakers, Zehetleitner, & Perugini (2017). We fixed a statistical
threshold to BF10 = 10 and BF10 = 1

10
(i.e., BF01 = 10), testing the difference between the inner

production of labial items versus the inner production of non-labial items on the standardised
EMG amplitude of the lower lip (orbicularis oris inferior). In order to prevent potential
experimenter and demand biases during sequential testing, the experimenter was blind to BFs
computed on previous participants (Beffara, Bret, & Nalborczyk, 2019). All statistical analyses
have been automatised and a single instruction was returned to the experimenter (i.e., “keep
recruiting participants” or “stop the recruitment”). We fixed the maximum sample size to 100
participants.

As a result of the above sampling procedure, a total of 25 French-speaking undergraduate
students in Psychology from theUniv. Grenoble Alpes took part in this experiment, in exchange
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for course credits.4 They were recruited via mailing list, online student groups, and posters.
Each participant provided a written consent and the present study was approved by the local
ethics committee (Grenoble CERNI agreement #2016-05-31-9).

5.4.2 Material

5.4.2.1 EMG recordings

EMG activity was recorded using TrignoTM Mini sensors (Delsys Inc.) with a sampling rate
of 1926 samples/s, a band pass of 20 Hz (12 dB/ oct) to 450 Hz (24 dB/oct) and were amplified
by a TrignoTM 16-channel wireless EMG system (Delsys Inc.). These sensors consist of two 5
mm long, 1 mm wide parallel bars, spaced by 10 mm, which were attached to the skin using
double-sided adhesive interfaces. The skin was cleaned by scrubbing it with 70% isopropynol
alcohol. EMG signals were synchronised using the PowerLab 16/35 (ADInstrument, PL3516).
Raw data from the EMG sensors were then resampled at a rate of 1 kHz and stored in digital
format using Labchart 8 software (ADInstrument, MLU60/8).

EMG sensors were positioned over five muscles: the corrugator supercilii (COR), the
frontalis (FRO), the zygomaticus major (ZYG), the orbicularis oris inferior (OOI), and the flexor
carpi radialis (FCR). The two speech-related muscles (OOI and ZYG) were chosen to show
speech-specific EMG correlates, whereas the two non-speech related facial muscles (ZYG and
FRO) were chosen to control for overall facial muscular activity. We also recorded the activity
of the FCR of the non-dominant forearm to control for overall (body) muscular activity.

As reviewed in Everdell et al. (2007), the dominant side of the face displays larger
movements than the left side during speech production, whereas the non-dominant side is
more emotionally expressive. Therefore,we recorded the activity of control and emotion-linked
muscles (i.e., COR and FRO) that were positioned on the non-dominant side of the face (i.e.,
the left side for right-handed participants), while sensors recording the activity of the speech
muscles (i.e., ZYG and OOI) were positioned on the dominant side of the face.

The experiment was video-monitored using a Sony HDR-CX240E video camera to track
any visible facial movements. A microphone was placed 20–30 cm away from the participant’s
lips to record any faint vocal production during rumination. Stimuli were displayed using the
OpenSesame software (Mathôt et al., 2012) on a 19-inch colour monitor.

5.4.2.2 Linguistic material

We selected ten rounded and ten spread bi-syllabic nonwords (see Table 5.1). Each class
of nonwords was specifically designed to either induce a greater activation of the lip muscle
(rounded items) or a greater activation of the zygomaticus muscle (spread items). Rounded
items consisted in the repetition of a syllable containing a bilabial consonant followed by a

4NB: this procedure did not work optimally because we later spotted a mistake in the EMG signal processing
workflow. Thus, the sequential testing stopped earlier than it should have.
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rounded vowel, whereas spread items consisted in the repetition of a syllable containing a
lingual consonant followed by a spread vowel.

Table 5.1: List of bisyllabic
nonwords used in the test
session.

rounded items spread items

/mumu/ /gigi/
/pupu/ /sese/
/fofo/ /lele/

/mymy/ /sisi
/pypy/ /didi/
/byby/ /nini/
/vøvø/ /ʒiʒi/*
/pøpø/ /lili/
/bøbø/ /ʁiʁi/
/mɔ̃mɔ̃/ /gege/

Note. *Because the production
of the French palato-alveolar
fricative in /ʒiʒi/ may involve a
protrusion of the lips, this item
theoretically slightly deviates
from other items of this class.

5.4.3 Procedure

Participants were seated in front of a computer screen while audio stimuli (when
applicable) were presented through speakers on both sides of the screen. A video camera
was positioned on one side of the screen to monitor facial movements. A microphone was
positioned at approximately 10cm of the participant to record possible speech sounds. After
positioning of the EMG sensors, each participant underwent a relaxation session aiming to
minimise pre-existing inter-individual variability on facial muscle contraction (approximate
duration was 330s). This relaxation session was recorded by a trained professional sophrology
therapist. Baseline EMG measurements were performed during the last minute of this
relaxation period, resulting in 60s of EMG signals at baseline. Subsequently, participants went
through a training session, during which they could get familiar with the main task. They
trained with 8 stimuli in total (4 rounded nonwords and 4 spread nonwords).5 Each training
stimulus appeared in three conditions (for all participants): overt speech, inner speech and
listening. Nonwords to be produced (covertly or overtly) were visually presented on the screen.

5The training list can be found in the supplementary materials.
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Then, a central fixation appeared on the screen and the participant was asked to utter the
nonword (either overtly or covertly). This aimed to ensure that participants were actually
producing a nonword, not just simply visually scanning it. In the listening condition, the
order of these two screens was reversed. A blank screen was first presented, followed by a
fixation dot. The audio stimulus was presented when the fixation dot appeared. After the
training, participantsmoved to the experimental part, that included a novel list of 20 nonwords
(cf. Table 5.1). Each nonword was presented 6 times in each condition for each participant.
The EMG activity was recorded during the entire experiment. The periods of interest consisted
in one-second portions, after each stimulus presentation and during either production or
listening. This resulted in 60 observations (60 periods of 1 second) for both classes of nonword
in each test condition. The total duration of the experiment rangedbetween 30min and 40min.

5.4.4 EMG signal processing

EMG signal pre-processing was carried out using Matlab r2014a (Version 8.3.0.532,
www.mathworks.fr). The EMGdatawere high-pass filtered at a cut-off of 20Hz. Then, output of
this first filter was sent to a low-pass filter at a cut-off of 450 Hz, in order to focus on the 20–450
Hz frequency band, following current recommendations for facial EMG studies (Boxtel, 2001;
De Luca, 1997).

Although participants were explicitly asked to remain still during inner speech production
or listening, small facial movements (such as swallowing movements) sometimes occurred.
Such periods were excluded from the final sample of EMG signals. To remove these signals,
we first divided the EMG signals into periods of 1 second. Then, we visually inspected audio
and EMG signals recorded during each trial (a trial corresponds to one-second long period of
EMG signal). For the trials during which unwanted activity appeared, we excluded the entire
1-second trial (i.e., we did not include this trial in the final analysis, for any of the recorded
muscles). This inspection was realised independently by two judges. Subsequently, we only
kept the trials thatwerenot rejectedbyanyof these two judges (i.e.,we removeda trial as soonas
it was rejected by at least one judge). The agreement rate between the two judgeswas of 87.82%
(with a moderate Cohen’s κ of approximately 0.48). The overall procedure led to an average
(averaged over participants) rejection rate of 22.96% (SD = 6.49) in the baseline condition and
18.49% (SD = 6.48) in the other conditions.

After pre-processing and artefact rejection, we computed the by-trial average amplitude
of the centred and rectified EMG signal. This provided a score for each muscle of interest
(OOI, ZYG, FRO, COR, FCR) in each condition (Baseline, Overt Speech, Inner Speech, Listening)
and for each participant. Absolute EMG values are not meaningful as muscle activation is
never null, even in resting conditions, due in part to physiological noise. In addition, there are
inter-individual variations in the amount of EMG activity in the baseline. To normalise and
standardise for baseline activity across participants, we thus expressed the EMG amplitude as
a z-score from baseline activity (i.e., we subtracted the mean amplitude of the centred and
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rectified baseline signal and divided the result by the standard deviation of the centred and
rectified baseline signal), thereafter referred to as δ.

5.4.5 Data analysis

Statistical analyses were conducted using R version 3.5.3 (R Core Team, 2018), and are
reported with the papaja (Aust & Barth, 2018) and knitr (Xie, 2018) packages. To assess
the effects of the condition and the class of nonwords on the standardised EMG amplitude,
we analysed these data using Condition (3 modalities: speech, inner speech, and listening)
and Class of nonwords (2 modalities, rounded and spread, contrast-coded) as within-subject
categorical predictors, and the standardised EMG amplitude as a dependent variable in a
multivariate (i.e., with multiple outcomes) Bayesian multilevel linear model (BMLM).6 In
order to take into account the dependencies between repeated observations by participant,
we also included in this model a varying intercept by participant. Contrary to what we
pre-registered, we used a multivariate model (instead of separate models by muscle). This
allowed us to estimate the correlation between each pair of muscles. Models were fitted with
thebrmspackage (Bürkner, 2018b) andusingweakly informative priors (see the supplementary
materials for code details). Two Markov Chain Monte-Carlo (MCMC) were run for each model
to approximate the posterior distribution, including each 5.000 iterations and a warmup of
2.000 iterations. Posterior convergence was assessed examining trace plots as well as the
Gelman-Rubin statistic R̂ . Constant effect estimates were summarised via their posteriormean
and 95% credible interval (CrI), where a credible interval can be considered as the Bayesian
analogue of a classical confidence interval.When applicable, we also report Bayes factors (BFs),
computed using the Savage-Dickey method, which consists in taking the ratio of the posterior
density at the point of interest divided by the prior density at that point. These BFs can be
interpreted as an updating factor, from prior knowledge (what we knew before seeing the data)
to posterior knowledge (what we know after seeing the data).

5.5 Results

The Results section is divided into two parts. First, we present results from confirmatory
(preregistered) analyses, aiming to test whether it is possible to dissociate the activity of the
OOI and the ZYG during inner speech production, according to the content of inner speech
(here, the class of nonword). More precisely, we expected an increased EMG activity of the
OOI during the inner production of rounded nonwords in comparison to spread nonwords.
Conversely, we expected elevated EMG activity of the ZYG during the inner production of
spread nonwords in comparison to rounded nonwords. Second, we present results from
exploratory (non-preregistered) analyses.

6An introduction to Bayesian statistics is outside the scope of this paper. However, the interested reader is
referred toNalborczyk et al. (2019a), for an introduction to Bayesianmultilevelmodelling using the brms package.

134



5.5. RESULTS

To foreshadow the results, we did not observe such a clear dissociation between the EMG
activity of the OOI and the ZYG muscles, neither in the inner speech condition nor in the
overt speech condition. Contrary to theoretical expectations based on phonetics and speech
production theory (e.g., Fromkin, 1966; Ladefoged & Johnson, 2006; Lieberman & Blumstein,
1988; Zemlin, 1968), the activity of bothmuscles was of higher amplitude for the pronunciation
of rounded nonwords (as compared to spread nonwords) during overt speech production.
Additionally, the EMG amplitude on both muscles of interest was similar during the inner
production (or listening) of the two classes of nonwords. However, in the exploratory analyses
section, we report results from supervised machine learning algorithms (classification using
random forests), showing a reasonable accuracy to classify EMG signals according to the class
of nonwords during overt speech production. This strategy was however unsuccessful for the
inner speech and the listening conditions.

Before moving to the statistical results, we represent the distribution of the whole dataset,
by class, by condition and by muscle for the two main muscles of interest (OOI and ZYG)
in Figure 5.1. More precisely, the first row of this figure represents the distribution of the
standardisedEMGscores in the inner speech condition, the second rowdepicts thedistribution
of these scores in the listening condition, whereas the third row depicts the distribution of
the standardised EMG scores in the overt speech condition. The first column depicts the
distribution of the standardised EMG scores recorded over the OOImuscle whereas the second
one represents the distribution of the standardised EMG scores recorded over the ZYG muscle.
Each individual data point is represented as a vertical bar along the x-axis of eachpanelwhereas
the vertical coloured line represents the class-specific median. Additionally, a vertical dashed
line is plotted at zero, which represents the baseline level. Thus, a positive value on the x-axis
represents EMG standardised scores that are higher than baseline.7

7We also created a shiny application (Chang, Cheng, Allaire, Xie, & McPherson, 2018) allowing for further
visual exploration of the data by muscle, by condition, and by participant, in the 3D space formed by three (to be
chosen) muscles. This application is available online (https://barelysignificant.shinyapps.io/3d_plotly/) and the
associated code is available in the OSF repository (https://osf.io/czer4).
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Figure 5.1. Distribution of standardised EMG scores by class and by muscle. The first row
corresponds to the inner speech condition, the second one to the listening condition, and the
third one to the overt speech condition. The first column depicts the EMG amplitude recorded
over the OOI muscle while the second column represents the EMG amplitude recorded over
the ZYGmuscle. Each individual data point is represented as a vertical bar along the x-axis. The
vertical coloured line represents the by-class median.
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5.5.1 Confirmatory (preregistered) analyses

5.5.1.1 Bayesianmultivariatemultilevel Gaussianmodel

We then compared the standardised EMG amplitude δ for each muscle in each condition
(Overt Speech, Inner Speech, Listening) by fitting a multivariate multilevel Gaussian model
(as detailed previously in the Methods section). We predicted a higher increase of OOI activity
during theproductionof rounded items in comparison to spread items and conversely, a higher
increase of ZYG activity during the inner production of rounded items in comparison to spread
items. These predictions should also apply to the overt speech condition (and to the listening
condition). We should not observe any by-class differences of FRO and COR activity in any
condition.

Table 5.2: Estimates from the Gaussian BMLM concerning the OOI and the ZYG.

Response Term Estimate SE Lower Upper Rhat BF01

OOI Inner Speech 1.21 0.27 0.70 1.77 1.00 0.04
OOI Listening 1.09 0.22 0.63 1.51 1.00 <0.001
OOI Overt Speech 11.59 1.23 9.00 14.07 1.00 <0.001
OOI Inner Speech x Class 0.07 0.14 -0.20 0.34 1.00 64.45
OOI Listening x Class -0.08 0.19 -0.49 0.29 1.00 47.05
OOI Overt Speech x Class 0.02 0.19 -0.36 0.39 1.00 52.11
ZYG Inner Speech 0.00 0.03 -0.05 0.06 1.00 379.5
ZYG Listening 0.00 0.02 -0.04 0.05 1.00 388.4
ZYG Overt Speech 1.15 0.14 0.87 1.44 1.00 <0.001
ZYG Inner Speech x Class 0.00 0.02 -0.03 0.04 1.00 532.81
ZYG Listening x Class 0.00 0.03 -0.06 0.05 1.00 389.12
ZYG Overt Speech x Class 0.86 0.02 0.81 0.91 1.00 <0.001

Note. For each muscle (response), the first three lines represent the estimated average
amplitude in each condition, and its standard error (SE). The three subsequent rows
represent the estimated average difference between the two classes of nonwords in each
condition (i.e., the interaction effect). The ’Lower’ and ’Upper’ columns contain the lower
and upper bounds of the 95% CrI, whereas the ’Rhat’ column reports the Gelman-Rubin
statistic. The last column reports the Bayes factor in favour of the null hypothesis (BF01).

The results of the Bayesian Gaussian multivariate model are summarised in Table 5.2. This
table reports the estimated average EMG amplitude in each condition and the corresponding
BF.8 This analysis revealed that the EMG amplitude of the OOI was higher than baseline (the
standardised score was above zero) in every condition whereas it was only the case in the overt
speech condition for the ZYG. Moreover, in all conditions, the EMG amplitude of the ZYG was
lower than that of the OOI. Crucially, we did not observe the hypothesised difference according
to the class of nonwords on theOOI during inner speech production (β = 0.071, 95%CrI [-0.202,
0.344], BF01 = 64.447) nor on the ZYG (β = 0.005, 95% CrI [-0.032, 0.04], BF01 = 532.811).

8As they are not the main focus of interest here and for the sake of clarity, descriptive results for the other two
facial muscles and for the forearm muscle are reported in the supplementary materials.
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Figure 5.2 depicts these results by representing the distribution of the raw data (coloured
dots) alongwith thepredictions from thismodel. Theblack dots and vertical intervals represent
the predicted mean and associated 95% credible interval for each class of non-word, each
condition and for the OOI and the ZYG. Coherently with Table 5.2, this figure shows that the
fitted model predicts no noticeable differences between the two classes of non-words in any
condition for the OOI muscle. However, it predicts a higher average EMG amplitude associated
with the rounded item as compared to the spread items in the overt speech condition for the
ZYG muscle.
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Figure 5.2. Raw data along with posterior predictions of the first model for the OOI and the ZYG
muscles.Dots represent themeanprediction of thismodel by condition,while the vertical error
bars represent the 95% credible intervals around the mean.

Before proceeding further with the interpretation of the results, it is essential to check the
quality of this first model. A useful diagnostic of the model’s predictive abilities is known as
posterior predictive checking (PPC) and consists in comparing observed data to data simulated
from the posterior distribution (e.g., Gelman et al., 2013). The idea behind PPC is that a good
model should be able to generate data that resemble the observed data (Gabry, Simpson,
Vehtari, Betancourt, & Gelman, 2019). In this vein, Figure 5.3 represents the distribution of the
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whole dataset (across all participants and conditions) by muscle (the dark blue line) along with
the distribution of hypothetical datasets generated from the posterior distribution of themodel
(the light blue lines). As can be seen from this Figure, the distributions of the data generated
from the model differ considerably from the distribution of the observed data. Therefore, in
the next section, we turn to a more appropriate model for these data.
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Figure 5.3. Posterior predictive checking for the first model concerning the OOI and ZYG
muscles. The dark blue line represents the distribution of the raw data (across all conditions)
whereas light blue lines are dataset generated from the posterior distribution.

5.5.1.2 Bayesianmultivariatemultilevel distributional Skew-Normalmodel

Figure 5.3 reveals an important failure of the first model, as it fails to generate data that
look like the data we have collected. More precisely, the collected data look right-skewed, as
it usually happens with physiological measurements. To improve on the Gaussian model, we
then assumed a Skew-Normal distribution for the response variable (the standardised EMG
amplitude δ). The Skew-Normal distribution is a generalisation of the Gaussian distribution
with three parameters ξ (xi),ω (omega), andα (alpha) for location, scale, and shape (skewness),
respectively.9 In addition, we also improved the first model by turning it into a distributional
model, that is, a model in which we can specify predictor terms for all parameters of the
assumed response distribution (Bürkner, 2018a). More precisely, we used this approach to
predict both the location, the scale, and the skewnessof theSkew-Normal distribution (whereas
the first model only allowed predicting the mean of a Gaussian distribution). As can been seen
in Figure 5.4, this second model seems better than the first one at generating data that fit the
observed data.

9NB: the Gaussian distribution can be considered a special case of the Skew-Normal distribution whenα= 1.
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Figure 5.4. Posterior predictive checking for the Skew-Normal model concerning the OOI and
ZYG muscles. The dark blue line represents the distribution of the raw data whereas light blue
lines are dataset generated from the posterior distribution.

Table 5.3: Estimates from the distributional Skew-Normal model concerning the
OOI and the ZYG.

Response Term Estimate SE Lower Upper Rhat BF01

OOI Inner Speech 1.47 0.03 1.41 1.53 1.00 <0.001
OOI Listening 1.24 0.02 1.19 1.29 1.00 <0.001
OOI Overt Speech 12.15 0.14 11.87 12.42 1.00 <0.001
OOI Inner Speech x Class 0.02 0.02 -0.01 0.06 1.00 224.21
OOI Listening x Class 0.00 0.02 -0.05 0.05 1.00 406.21
OOI Overt Speech x Class 1.42 0.18 1.05 1.77 1.00 <0.001
ZYG Inner Speech 0.02 0.00 0.01 0.02 1.00 <0.001
ZYG Listening 0.01 0.00 0.00 0.02 1.00 30.84
ZYG Overt Speech 1.21 0.02 1.18 1.24 1.00 <0.001
ZYG Inner Speech x Class 0.00 0.00 -0.01 0.01 1.00 1494.15
ZYG Listening x Class 0.00 0.01 -0.02 0.02 1.00 1282.03
ZYG Overt Speech x Class 0.39 0.02 0.35 0.43 1.00 <0.001

Note. For each muscle (response), the first three lines represent the estimated average
amplitude in each condition, and its standard error (SE). The three subsequent rows
represent the estimated average difference between the two classes of nonwords in each
condition (i.e., the interaction effect). The ’Lower’ and ’Upper’ columns contain the lower
and upper bounds of the 95% CrI, whereas the ’Rhat’ column reports the Gelman-Rubin
statistic. The last column reports the Bayes factor in favour of the null hypothesis (BF01).

The estimates of this second model are summarised in Table 5.3 and Figure 5.5. According
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to this model, the EMG amplitude of the OOI was higher than baseline (the estimated
standardised score was above zero) in every condition whereas, for the ZYG, it was only the
case in the overt speech condition. We did not observe the hypothesised difference according
to the class of nonwords during inner speech production, neither on the OOI (β = 0.025, 95%
CrI [-0.014, 0.062], BF01 = 224.213) nor on the ZYG (β = 0.004, 95% CrI [-0.007, 0.014], BF01 =
1494.149).
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Figure 5.5. Raw data along with posterior predictions of the third model for the OOI and the
ZYG muscles. Dots represent the mean prediction of this model by condition (concerning the
location parameter) whereas the vertical error bars represent the 95% credible intervals.

Predictions from this model are visually represented in Figure 5.5. This figure differs from
Figure 5.2 (showing the predictions of the Gaussian model) in that the second model (the
Skew-normalmodel) predicts shifts in location for both theOOIand theZYGmuscles according
to the class of non-word in overt speech prediction. In contrast, the first model (the Gaussian
model) predicted a by-class difference only for the ZYG muscle.
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5.5.2 Exploratory (non-preregistered) analyses

In theprevious section,we tried topredict the averageEMGamplitudeby conditiononeach
single muscle. Although this approach was appropriate to tackle our initial research question
(i.e., can we distinguish muscle-specific EMG correlates of inner speech production?), it is
not optimal to answer more general questions such as “can we predict the content of inner
speech based on the available EMG data?”. In Figure 5.6, we depict the distribution of the
by-word averaged EMG scores in the 2D space formed by the OOI and the ZYG muscles. This
figure reveals that although different nonwords produced in overt speech seem difficult to
discriminate on the basis of a singlemuscle (cf. Figure 5.1), it seems easier to discriminate them
in the space formed by two muscles (here OOI and ZYG). More precisely, the two classes of
nonwords seem to form two separate clusters in the overt speech condition, but these clusters
do not seem discriminable in the inner speech or in the listening condition.
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Figure 5.6.Average standardised EMGamplitude for each nonword in each condition, in the 2D
space formed by the OOI and the ZYG.

In other words, it is easier to discriminate these signals in the multidimensional space of
all speech muscles, rather than by considering each muscle independently. Thus, we used a

142



5.5. RESULTS

supervised machine learning algorithm aiming to classify speech signals according to the class
of nonwords. Broadly, the machine learning approach seeks to find a relationship between an
input X (e.g., EMG recordings over the four facial muscles) and an output Y (e.g., the class of
nonwords). Once trained, it allows predicting a value of the output based on some input values,
whose prediction can be evaluated against new observations.

We used a random forest algorithm, as implemented in the caret package (Jed Wing et
al., 2018). Random forests (RFs) represent an ensemble of many decision trees (a forest), which
allow predictions to be made based on a series of decision rules (e.g., is the score on predictor
x1 higher or lower than z? If yes, then …, if not, then …). The specificity of RFs is to combine a
large number of trees (usually above 100 trees), and to base the final conclusion on the average
of these trees, thus preventing overfitting. We used three separate RFs to classify EMG signals
in each condition (Overt Speech, Inner Speech, and Listening).

To evaluate the performance of this approach, we report the raw accuracy (along with its
resampling-based 95% confidence interval), or the proportion of data points in the test dataset
for which the RF algorithm predicted the correct class of nonwords. First, we randomly split
the entire dataset into a training (80%) and a test set (20%). The training set was used for the
learning whereas the test set was used to evaluate the predictions of the algorithm. To prevent
overfitting, we used repeated 10-fold cross-validation during the learning phase.

5.5.2.1 Predicting the class of nonwords during overt speech production

We first tried to predict the class of nonwords produced in overt speech, based on the
activity of the four facialmuscles (OOI, ZYG, COR, FRO). Eachpredictorwas centred to itsmean
and standardised before the analysis.

Table 5.4: Confusionmatrix with by-class error
for the overt speech condition.

Reference

Prediction rounded spread class.error

rounded 917 163 0.151
spread 198 898 0.181

This analysis revealed an overall classification accuracy of 0.847, 95% CI [0.814, 0.876]. The
relative importance of each feature (i.e., each muscle) for prediction is represented in Figure
5.7.
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Figure 5.7. Scaled variable importance for overt speech classification.

This figure reveals that the muscles containing most information to discriminate the two
classes of nonwords are the ZYG and the OOI, whereas, as predicted, forehead muscles do not
seem to strongly contribute to predictive accuracy during overt speech production.

5.5.2.2 Predicting the class of nonwords during inner speech production and listening

We then applied the same strategy (the same algorithm) to the signals recorded in the inner
speech and listening conditions. The results of these analyses are reported in Table 5.5 and
Table 5.6.

Table 5.5: Confusion matrix with by-class
classification error for the inner speech
condition.

Reference

Prediction rounded spread class.error

rounded 386 502 0.565
spread 473 454 0.510

This analysis revealed an overall classification accuracy of 0.472, 95% CI [0.426, 0.52] in the
inner speech condition, which indicates that the RF algorithm did not allow discriminating the
two classes of nonwords better than random guessing.10

10NB: as the classification accuracy in the inner speech and listening conditions was not better than chance,
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Table 5.6: Confusion matrix with by-class
classification error for the listening condition.

Reference

Prediction rounded spread class.error

rounded 426 499 0.539
spread 508 406 0.556

This analysis similarly revealed an overall classification accuracy of 0.46, 95% CI [0.413,
0.507] in the listening condition.

5.6 Discussion

In the present study we aimed to replicate and extend previous findings showing that facial
electromyography can be used to discriminate inner speech content (e.g.,McGuigan&Dollins,
1989; McGuigan & Winstead, 1974). As these studies used small samples of children, our study
aimed to examinewhether such results canbe reproducedusing surface electromyography and
modern signal processing methods in an adult sample.

To this end, it was crucial to first show that the EMG correlates of our two classes of
nonwords were discriminable during overt speech production. Surprisingly, the data we
collectedduringovert speechproductiondonot corroborate thehypothesis according towhich
the average EMG amplitude of the OOI should be higher during the production of “rounded”
nonwords as compared to “spread” nonwords. For both orofacial speech muscles (OOI and
ZYG), the average EMGamplitudewas higher for rounded nonwords than for spread nonwords
during overt speech production. Moreover, while the average EMG amplitude recorded over
speech muscles was higher than baseline in both the inner speech and listening conditions,
we did not find differences of activation according to the content of the material (the class
of nonword). An automatic classification approach, using the four facial muscles (OOI, ZYG,
COR, FRO), revealed that although it was possible to discriminate EMG signals related to the
two classes of nonwords with a reasonable accuracy during overt speech production, this
approach failed in discriminating these two classes during inner speech production or during
listening. We also observed a higher EMG amplitude recorded over the facial (both orofacial
and non-orofacial)muscles during inner speech production and during the listening of speech
production than during rest. However, as pinpointed by Garrity (1977), this observation is not
sufficient to conclude that these activations were actually related to inner speech production,
because i) both orofacial speech-related muscles and forehead non-speech related muscles
showed similar EMG amplitude changes from baseline and ii) we did not observe different

wedo not report the relative importance of the predictors. Indeed, it would be difficult to interpret the importance
of predictors for a classification task at which they do not perform better than chance.
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changes in EMG amplitude depending on the content of inner speech (i.e., depending on the
class of nonword to be uttered).

Before discussing the theoretical implications of these results, two main issues are worth
discussing. First, how canwe explain that rounded nonwordswere associatedwith higher EMG
amplitude during overt speech on bothOOI and ZYGmuscles? Second, how canwe explain the
indiscriminability of inner speech content, which seems to contradict classic as well as recent
findings in the field (e.g., Kapur et al., 2018)?We turn to each of these questions in the following.

To answer the first question, we began by comparing our results to results obtained by
another group (Eskes et al., 2017). The authors of this study recorded surface EMGactivity from
five participants while they were producing seven facial expressions and five isolated vowel
sounds (/a/, /e/, /i/, /o/, /u/), repeated five times each. They recorded EMG activity over eight
facial muscles (the zygomaticus major (ZYG), the risorius (RIS), the orbicularis oris superior
(OOS) and inferior (OOI), the mentalis (MEN), the depressor anguli oris (DAO), the levator
labii superioris (LLS) muscles, and the digastric muscle (DIG)). We divided these vowels in two
classes to fit our own classes of nonwords. More precisely, we have created the following two
classes: a rounded class, composed of the vowels /o/ and /u/, and a spread class, composed of
the vowels /e/ and /i/.11 Wepresent the average EMGamplitude recorded over theOOI and the
ZYG according to the vowel class in Table 5.7.

Table 5.7: Standardised EMG amplitude recorded over the OOI
and the ZYG during overt speech production of rounded versus
spread vowels in Eskes et al. (2017).

Muscle Item Observations Mean SD Median

OOI rounded 50 59.7 60.09 42.03
OOI spread 50 22.15 11.92 20.65
ZYG rounded 50 7.39 3.78 6.27
ZYG spread 50 10.15 6.2 7.99

Note. The number of observations is given by the number of
vowels to be pronunced in each category (2) times the number
of repetitions (5) times thenumber of participants (5), for a total
of 50 observations per cell.

We notice that Eskes et al. (2017) have indeed observed the dissociation we initially
predicted, that is, that the EMG amplitude recorded over the OOI was higher during the
pronunciation of rounded vowels than during pronunciation of spread vowels, whereas the
reverse pattern was observed concerning the ZYG.12 However, one crucial difference between

11We did not include the vowel /a/ because it theoretically does not fit in one of these two categories.
12Paired-samplesWilcoxon signed rank tests revealeda shift in location (pseudomedian)between roundedand

spread items for the OOI (β = 24.12, 95% CI [15.19, 40.77], V = 1184, p < .001) with rounded items being associated
with a higher location than spread items. This analysis also revealed a shift in the inverse direction concerning the
ZYG (β = -1.51, 95% CI [-2.94, -0.48], V = 275, p < .001).
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Eskes et al. (2017) design and ours is the complexity of the linguistic material. Whereas Eskes et
al. (2017) used single phonemes, we chose to use bisyllabic nonwords to increase the ecological
validity of the paradigm. Although these nonwords were specifically created to theoretically
increase the engagement of either the OOI or the ZYG (cf. the “Linguistic material” section), it
is reasonable to expect differences in the averageEMGpatternsbetween the isolatedphonemes
and the nonwords level. More precisely, we expect the average EMG amplitude associated
with the production of a given phoneme (e.g., /y/) to be impacted by the production of
the consonant (e.g., /b/) it is paired with, due to coarticulation. More generally, we could
hypothesise that the difference between the average EMG amplitude recorded during the
productionof thephoneme/i/ andduring theproductionof thephoneme/y/ couldbe reduced
when these phonemes are coarticulated in CV or CVCV sequences like /byby/ or /didi/ (as
in our study). In other words, we might expect an interaction effect between the structure of
the to-be produced speech sequence (either a single vowel or a CV/CVCV sequence) and the
class of the vowel. This is coherent with previous findings showing that the muscular activity
associatedwith vowel production is strongly influenced by the surrounding consonants in CVC
sequences (e.g., Fromkin, 1966). Thus, further investigations should focus on how the average
EMG amplitude is impacted by coarticulation during the production of CVCV sequences.

With regards to inner speech, our results donot support theoretical predictions of themotor
simulation view, according to which it should be possible to discriminate classes of nonwords
produced in inner speechbasedonEMGsignals.Whereas this outcome is consistentwith some
recent results (Meltzner et al., 2008),13 it also stands in sharp contrast with classical results in
the field (e.g., McGuigan & Dollins, 1989; McGuigan & Winstead, 1974) as well as more recent
developments. For instance,Kapur et al. (2018)developedawearabledevice composedof seven
surface EMG sensors that can attain a 92% median classification accuracy in discriminating
internally vocalised digits. There are a few crucial differences between Kapur et al. (2018)’s
work and ours that stand as good candidates to explain the discrepancies between our results.
First, the strategy adopted to position the sensors was radically different. Following guidelines
from the field of psychophysiology, our strategy was to position sensors precisely over the
facial muscles of interest, aligned with the direction of the muscle fibers and in theoretically
optimal positions to record activity of thismusclewhile reducing cross-talk. However, precisely
because of pervasive cross-talk in facial surface EMG recordings, this strategy, whereas
maximising theprobability of recordingactivity fromagiven singlemuscle,was also (as a result)
reducing the probability of recording activity from potentially speech-relevant neighbour
muscles. Therefore, this strategy might work sub-optimally when the goal of the experiment
is to extract the maximum amount of (relevant) EMG information to discriminate inner

13The authors of this study were able to obtain high classification accuracies during both overt and mouthed
speech but not during covert speech, despite the fact that they used eleven sensors on the neck and the lower
face. However, words were only repeated three times, which might have lead to poor sensitivity. Interestingly and
despite the lack of peripheral muscular activation during covert speech, they have observed similar respiratory
activity between overt and covert speech, echoing previous findings (e.g., Conrad & Schönle, 1979).
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speech content. However, this problem might be mitigated by using more sensors and a
more lenient sensor-positioning approach. Whereas we recorded the EMG amplitude over
only two lower facial muscles (OOI and ZIG), Kapur et al. (2018) analysed EMG data from
seven different sensors, whose position and number was defined iteratively in order to
maximise the classification accuracy. In other words, the parameters of the experiment were
iteratively optimised to maximise a certain outcome (classification accuracy). This strategy
is radically different from the classical approach in experimental and cognitive psychology
where experimental conditions are defined to test theoretically derived hypotheses. Whereas
the first approach is arguablymore efficient at solving a particular problem at hand, the second
approachmight bemore efficient in tackling theoretical questions. For instance, a recent study
reported a greater EMG amplitude of laryngeal and lip muscles during auditory verbal tasks
(covert singing) than during visual imagery tasks (Pruitt, Halpern, & Pfordresher, 2018). By
coupling EMG recording with demographic and psychological measures, they were able to
show that these correlates were related to the level of accuracy in singing, thus shedding light
upon the nature and functions of peripheral muscular activity during covert singing.

Putting aside considerations related to methodological aspects of the present study, these
results do not corroborate the motor simulation view of inner speech production. Instead, it
seems to support the abstraction view, which postulates that inner speech results from the
activationof abstract linguistic representations anddoesnot engage the articulatory apparatus.
However, individual differences in discriminability highlight that the abstractness of inner
speech might be flexible, as suggested by Oppenheim & Dell (2010). Indeed, although for
most participants it was not possible to discriminate the content of inner speech, it was
possible to discriminate between rounded and spread nonwords for two of them (S_15 and
S_17, cf. supplementary materials). This suggests either that the extent to which inner speech
production recruits the speech motor system might vary between individuals or that it might
vary within individual depending on the properties of the ongoing task (these two suggestions
are not mutually exclusive). For instance, we know from early research on the EMG correlates
of inner speech that the average amplitude of these correlates tend to be higher when the task
is more difficult (i.e., requires more effort, Sokolov, 1972). As such, the extent to which inner
speech production recruits the speech motor system could be moderated by manipulating
the difficulty of the ongoing task. In addition, the electromyographic activity recorded during
motor imagery could be modulated by the perspective taken in motor imagery. A distinction
is made between first-person perspective or internal imagery (i.e., imagining an action as
we would execute it) and third-person perspective or external imagery (i.e., imagining an
action as an observer of this action), that may involve different neural processes (e.g., Ruby
& Decety, 2001). It has been shown that a first-person perspective may result in greater EMG
activity thanmotor imagery in a third-personperspective (Hale, 1982;Harris&Robinson, 1986).
Whereas the perspective issue does not apply to inner speech production, we hypothesise that
involvement of the speech motor system during inner speech production may be modulated
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by the specific instructions given to the participants. For instance, by instructing participants
to focus on inner speaking (imagining speaking), instead of inner hearing (imagining hearing),
and by asking them to focus on the kinaesthetic feelings related to speech acts (rather than on
auditory percepts), we could expect to find a higher average EMG amplitude recorded over the
speech muscles. In addition, by specifically asking the participants to mentally articulate the
nonwords, as if they were dictating them to someone, rather than just read and visually scan
them, we may expect stronger articulatory involvement.

Of course, the current study and the above discussion should be interpreted with a few
words of caution in mind. Although the number of observations reported in the present study
is reasonable,14 the sensibility of the experiment could be improved by increasing the number
of observations and/or by reducing two important sources of variation. More precisely, one
could reduce the variance related to the item (the specific nonword being uttered) by selecting
nonwords that aremore similar to each other in theway they are uttered, by selecting less items
or simpler items. Similarly, particular attention should be devoted to reducing inter-participant
variability, which could be done by using more guided and specific instructions, as well as a
longer training phase to familiarise the participant with the task.

In summary, we have demonstrated that whereas surface electromyography may lead to
reasonable accuracy in discriminating classes of nonwords during overt speech production
(using signals recorded over only two speech-relatedmuscles), it did not permit to discriminate
these two classes during inner speech production across all participants. These results, in
comparison with results obtained by other teams (e.g., Kapur et al., 2018), highlight that
depending on the aim of the research, different strategies might be more or less successfully
pursued. More precisely, if the goal is to attain high classification accuracy (problem-solving
approach), then the parameters of the experiment (e.g., number of repetitions, number of
sensors, position of the sensors, parameters of the signal processing workflow) should be
optimised based on the desired outcome (i.e., classification accuracy). However, the classical
laboratory strategy used in experimental and cognitive psychology, aiming to compare specific
conditions (or muscles) to each other in a controlled environment, is deemed to be more
appropriate when the aim of the research is to sharpen our understanding of the psychological
phenomenon under study.

5.7 Supplementarymaterials

Pre-registered protocol, open data, supplementary materials, as well as reproducible code
and figures are available at https://osf.io/czer4.

Aside frompreviously cited packages, several other packages have been used for thewriting
of this paper, amongwhich theggrepel andggplot2packages for plotting (Slowikowski, 2018;

14For each class of nonwords, we collected around 6 x 10 = 60 observations by condition and by participant. For
25participants and twoclasses of nonwords, this results in 25 (participants) x 120 (individual trials) x 3 (conditions)
= 9000 observations. However, after rejecting trials with movement artefacts, we had 7285 observations in total.
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Wickham et al., 2018) as well as the tidyverse, sjstats, here, skimr, and glue packages for
code writing and formatting (Hester, 2017; Lüdecke, 2018; McNamara, Arino de la Rubia, Zhu,
Ellis, & Quinn, 2018; Müller, 2017; Wickham, 2017).
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Summary of Chapter 5

In this chapter, we examined the reliability of our EMG measurements to detect
peripheral muscular activity during inner speech production. To this end, we asked
participants to produce two lists of nonwords, that were designed to induce either a
strong activation of the lip muscles or a strong activation of the zygomaticus major
muscle. We recorded the EMG amplitude of several facial muscles (including the
orbicularis oris inferior and the zygomaticus major muscles) during the production
of these nonwords in inner speech, overt speech, and during the listening of these
nonwords. First, contrary to expectations, even in the overt mode, nonwords containing
spread lip phonemes (e.g., /i/) did not result in more EMG activity in the zygomaticus
major region than nonwords without spread phonemes. Similarly, nonwords with lip
protrusion did not result in more EMG activity in the orbicularis oris inferior region
than non-rounded nonwords. This finding suggests that surface EMG is not precise
enough to obtain direct muscle activity. Based on previous results in the literature,
we hypothesised that surface EMG may be used to discriminate the content (here,
the class of nonword) produced in inner speech. However, an automatic classification
revealed that although we were able to discriminate content produced in overt speech,
we were not able to discriminate the content produced in inner speech based on surface
EMG measurements. This result stands in contrast with previous historical results but
also with more recent results obtained by other teams. However, crucial differences
between other studies and ours include differences in the material used (e.g., surface
vs. intramuscular recordings), the population (e.g., children vs. adults), or the general
methodology (e.g., hypothesis testing vs. classification and optimisation). Despite this
surprising result and the failureof the surfaceEMGmethodology to ”decode” the content
of inner speech, the abundance of positive results in the literature still speaks in favour
of the peripheral muscular components of inner speech and that it is possible to assess
it using surface EMG. However, in order to avoid this potential limitation, in the second
part of the present work, we shifted to another strategy to further examine the role of
motor processes in rumination.Moreprecisely, insteadof recordingperipheralmuscular
activation of induced rumination, in the next two chapters we try to directly interfere
with the speech motor system to check whether this would affect verbal rumination.
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Articulatory suppression effects on induced rumination

This study explores whether the speech motor system is involved in verbal rumination,
a particular kind of inner speech. The motor simulation hypothesis considers inner
speech as an action, accompanied by simulated speech percepts, that would as such

involve the speech motor system. If so, we could expect verbal rumination to be disrupted
by concurrent involvement of the speech apparatus. We recruited 106 healthy adults and
measured their self-reported level of rumination before and after a rumination induction, as
well as after five minutes of a subsequent motor task (either an articulatory suppression -silent
mouthing- task or a finger tapping control task). We also evaluated to what extent ruminative
thoughts were experienced with a verbal quality or in another modality (e.g., visual images,
non-speech sounds). Self-reported levels of rumination showed a decrease after both motor
activities (silent mouthing and finger-tapping), with only a slightly stronger decrease after
the articulatory suppression than the control task. The rumination level decrease was not
moderated by the modality of the ruminative thoughts. We discuss these results within the
framework of verbal rumination as simulated speech and suggest alternative ways to test the
engagement of the speech motor system in verbal rumination.1

6.1 Introduction

A large part of our inner conscious experience involves verbal content, with internal
monologues and conversations. Inner speech is considered as amajor component of conscious
experience and cognition (Hubbard, 2010; Hurlburt et al., 2013; Klinger & Cox, 1987). An
important issue concerns the format and nature of inner speech and whether it is better

1This experimental chapter is a submitted manuscript reformatted for the need of this thesis. Source:
Nalborczyk, L., Perrone-Bertolotti, M., Baeyens, C., Grandchamp, R., Spinelli, E., Koster, E.H.W., & Lœvenbruck,
H. (submitted). Articulatory suppression effects on induced rumination. Pre-registered protocol, preprint, data,
as well as reproducible code and figures are available at: https://osf.io/3bh67/.
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described as a mere evocation of abstract amodal verbal representations (i.e., without
articulatory or auditory sensation) or as a concrete motor simulation of actual speech
production (for reviews, see Alderson-Day & Fernyhough, 2015; Lœvenbruck et al., 2018;
Perrone-Bertolotti et al., 2014). In the first case, inner speech is seen as divorced from bodily
experience, and includes, at most, faded auditory representations. In the second case, inner
speech is considered as a physical process that unfolds over time, leading to an enactive
re-creationof auditorypercepts, via the simulationof articulatory actions. The latter hypothesis
is interesting in the context of persistent negative and maladaptive forms of inner speech, such
as rumination. If this hypothesis is correct, we could expect rumination –as a particular type of
inner speech– to be disrupted by concurrent involvement of the speech muscles. The present
study aims at testing this specific idea.

Introspective explorations of the characteristics of inner speech have led to different views
on the relative importanceof its auditory andarticulatory components, andon the involvement
of motor processes. It has been suggested successively that speech motor representations
would be purely motoric (Stricker, 1880), that they would be expressed dominantly in an
auditory format (Egger, 1881), or that they would consist in a mix of these in the overall
population (Ballet, 1886). The intuitive distinction between auditory and motor phenomena
is sometimes referred to in contemporary research by the terms of inner ear and inner voice,
in line with Baddeley’s classic model of working memory (e.g., Baddeley et al., 1984; see also
Buchsbaum, 2013). Baddeley’smodel relies on apartnership between an inner ear (i.e., storage)
andan inner voice (i.e., subvocal rehearsal),which canbeassessedby selectively blocking either
one of these components (e.g., Smith, Wilson, & Reisberg, 1995).

Empirical arguments supporting the crucial role of the inner voice in verbal working
memory (subvocal articulatory rehearsal) can be found in studies using articulatory
suppression, in which the action component (i.e., the inner voice) of inner speech is disrupted.
Articulatory suppression usually refers to a task which requires participants to utter speech
sounds (or to produce speech gestures without sound), so that this activity disrupts ongoing
speech production processes. Articulatory suppression can be producedwith different degrees
of vocalisation, going from overt uttering to whispering, mouthing (i.e., silent articulation),
and simple clamping of the speech articulators. Many studies have shown that articulatory
suppression can be used to disrupt the subvocal rehearsal mechanism of verbal working
memory and –as a consequence– impair the recall of verbalmaterial (e.g., Baddeley et al., 1984;
Larsen & Baddeley, 2003).

Based on the study of errors accompanying the covert production of tongue twisters, inner
speech has also been suggested to be impoverished (as compared to overt speech) and to lack a
full specification of articulatory features (e.g., Oppenheim & Dell, 2008, 2010). More precisely,
these studies have shown the phonemic similarity effect (the tendency, in overt speech, to
exchange phonemeswith similar articulatory features) to be absent in inner speech. In contrast
to these results, however, Corley et al. (2011) found the phonemic similarity effect to be present
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in inner speech, suggesting that inner speech may not necessarily be impoverished at the
articulatory level.

In a study aiming at investigating the role of covert enactment in auditory imagery (defined
as imagined speech, produced by oneself or another individual), Reisberg, Smith, Baxter, &
Sonenshine (1989) observed that the verbal transformation effect (Warren & Gregory, 1958),
namely the alteration of speech perceptswhen certain speech sounds are uttered in a repetitive
way, also occurred during inner speech (although the verbal transformation effect was smaller
than during overt speech), but was suppressed by concurrent articulation (e.g., chewing) or
clamping the articulators. The fact that the verbal transformation effect was observed during
inner speech and that it was reduced by concurrent chewing, even in inner speech, speaks in
favour of the view of inner speech as an enacted simulation of overt speech.

Another piece of evidence for the effect of articulatory suppression on inner speech comes
from a recent study by Topolinski & Strack (2009) on the mere exposure effect, namely the fact
that repeated exposure to a stimulus influences the evaluation of this stimulus in a positiveway
(Zajonc, 1968). Topolinski and Strack’s study showed that the mere exposure effect for visually
presented verbal material could be completely suppressed by blocking subvocal rehearsal (i.e.,
inner speech) when asking participants to chew a gum. The effect was preserved, however,
when participants kneaded a soft ball with their hand (Topolinski & Strack, 2009). This finding
suggests that blocking speech motor simulation interfered with the inner rehearsal of the
visually presented verbal stimuli, thereby destroying the positive exposure effect. It provides
additional experimental support to the view that inner speech involves a motor component.

The occurrence of motor simulation during inner speech is further backed by several
studies using physiological measures to evaluate inner speech production properties. Using
electrodes inserted in the tongue tip or lips of five participants, Jacobson (1931) was able to
detect electromyographic (EMG) activity during several tasks requiring inner speech. Similarly,
Sokolov (1972) recorded intense lip and tongue muscle activation when participants had to
perform complex tasks that necessitated substantial inner speech production (e.g., problem
solving). Another study using surface electromyography (sEMG) demonstrated an increase in
activity of the lipmuscles during silent recitation tasks compared to rest, but no increase during
the non-linguistic visualisation task (Livesay et al., 1996). An increase in the lip and forehead
muscular activity has also been observed during induced rumination (Nalborczyk et al., 2017).
Furthermore, this last study also suggested that speech-related muscle relaxation was slightly
more efficient in reducing subjective levels of rumination than non speech-related muscle
relaxation, suggesting that relaxing or inhibiting the speech muscles could disrupt rumination.

Rumination is a “class of conscious thoughts that revolve around a common instrumental
theme and that recur in the absence of immediate environmental demands requiring the
thoughts” (Martin & Tesser, 1996). Despite the fact that depressed patients report positive
metacognitive beliefs about ruminating, which is often seen as a coping strategy in order to
regulate mood (e.g., Papageorgiou & Wells, 2001), rumination is known to significantly worsen
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mood (e.g., Moberly & Watkins, 2008; Nolen-Hoeksema & Morrow, 1993), impair cognitive
flexibility (e.g., Davis & Nolen-Hoeksema, 2000; Lyubomirsky et al., 1998), and to lead toward
pronounced social exclusion and more interpersonal distress (Lam, Schuck, Smith, Farmer, &
Checkley, 2003). Althoughpartly visual, rumination is apredominantly verbal process (Goldwin
& Behar, 2012; McLaughlin et al., 2007) and can therefore be considered as a maladaptive type
of inner speech. In a study on worry, another form of repetitive negative thinking, Rapee (1993)
observed a tendency for articulatory suppression, but not for visuo-spatial tasks, to produce
some interference with worrying. He concluded that worry involves the phonological aspect of
the central executive of working memory. We further add that, since repeating a word seems
to reduce the ability to worry, this study suggests that articulatory aspects are at play during
worry.

In this context, the question we addressed in this study is whether verbal rumination
consists of purely abstract verbal representations or whether it is better described as a motor
simulation of speech production, engaging the speech apparatus. If the latter hypothesis is
correct, rumination experienced in verbal form (in contrast to other forms, such as pictoral
representations) should be disrupted by mouthing (i.e., silent articulation), and should not
be disrupted by a control task that does not involve speech muscles (e.g., finger-tapping).
Specifically, we thus sought to test the hypotheses that rumination could be disrupted by
articulatory suppression (but not by finger-tapping), and that this disruption would be more
pronounced when rumination is experienced in a verbal form than in a non-verbal form.

6.2 Methods

In the Methods and Data analysis sections, we report how we determined our sample size,
all data exclusions, all manipulations, and all measures in the study (Simmons et al., 2012). A
pre-registered version of our protocol can be found on OSF: https://osf.io/3bh67/.

6.2.1 Sample

We originally planned for 128 participants to take part in the study. This sample size was
set on the basis of results obtained by Topolinski & Strack (2009), who observed an effect size
around η2

p = .06. We expected a similar effect size for the current rumination disruption, since
rumination can be conceived of as a subtype of inner speech.2

As we anticipated drop-out of participants due to our inclusion criteria (see below),
a total of 184 undergraduate students in psychology from Univ. Grenoble Alpes took part
in this experiment, in exchange for course credits. They were recruited via mailing list,
online student groups, and posters. Each participant provided a written consent and this

2In the original power calculations included in the OSF preregistration platform, we had inadequately
specified the effect size in GPower, but we only realised this erroneous specification after the freezing of the
preregistration on the OSF platform. Therefore, the current sample size slightly differs from the preregistered one.
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study was approved by the local ethics committee (CERNI N° 2016-05-31-9). To be eligible,
participants had to be between 18 and 35 years of age, with no self-reported history of motor,
neurological, psychiatric, or speech-development disorders. All participants spoke French as
their mother tongue. After each participant gave their written consent, they completed the
Center for Epidemiologic Studies - Depression scale (CES-D; Radloff, 1977). The CES-D is
a 12-item questionnaire, validated in French (Morin et al., 2011), aiming to assess the level
of depressive symptoms in a subclinical population. Participants exceeding the threshold of
clinical depressive symptoms (i.e., >23 for females and >17 for males; Radloff, 1977) were not
included in the study for ethical reasons (N = 26). These participants were then fully debriefed
about the aims of the experiment and were given the necessary information concerning
available psychological care on campus.

To investigate articulatory suppression effects in the context of rumination, a successful
induction of rumination is a prerequisite. Therefore, analyses were only conducted on
participants who showed an effect of the rumination induction (i.e., strictly speaking,
participantswho reportedmore ruminationafter the induction thanbefore).We thusdiscarded
participantswhodidnot showany increase in rumination level (N= 52, 32.91%of total sample).
The final sample comprised 106 participants (Mean age = 20.3, SD = 2.57, Min-Max = 18-31, 96
females).

6.2.2 Material

The experiment was programmed with OpenSesame software (Mathôt et al., 2012) and
stimuli were displayed on a DELL latitude E6500 computer screen.

6.2.2.1 Questionaires

To control for confounding variables likely to be related to the intensity of the induction
procedure, we administered the French version of the Positive and Negative Affect Schedule
(PANAS; Watson, Clark, & Tellegen, 1988), adapted to French by Gaudreau, Sanchez, & Blondin
(2006). This questionnaire includes 20 items, from which we can compute an overall index of
both positive (by summing the scores on 10 positive items, thereafter PANASpos) and negative
affect (PANASneg ) at baseline. This questionnaire was administered at baseline. In order to
evaluate trait rumination, at the end of the experiment participants completed the short
version of the Ruminative Response Scale (RRS-R, Treynor et al., 2003), validated in French
(Douilliez, Guimpel, Baeyens, & Philippot, in preparation). From this questionnaire, scores on
two dimensions were analysed (RRSbrooding and RRSreflection).

6.2.2.2 Measures

Measures of state ruminationwere recorded using a Visual Analogue Scale (VAS) previously
used in Nalborczyk et al. (2017). This scale measured the degree of agreement with the
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sentence “At this moment, I am brooding on negative things” (translated from French), on a
continuum between “Not at all” and “A lot” (afterwards coded between 0 and 100). This scale is
subsequently referred toas theRUM scale. Itwasused three times in theexperiment, at baseline
(after trainingbut before the experiment started), after rumination induction, and after amotor
task.

Additionally, participants answered questions about the modality of the thoughts that
occurred while performing the motor task. This last questionnaire consisted of one question
evaluating the occurrence frequency of different modalities of inner thoughts (e.g., visual
imagery, verbal thoughts, music). Then, a verbal/non-verbal ratio (i.e., the score on the verbal
item divided by the mean of the score on the non-verbal items) was computed and used in
the analyses, hereafter referred to as the Verbality continuous predictor (this scale is available
online: https://osf.io/3bh67/).3

6.2.2.3 Tasks

In the first part of the experiment, ruminative thoughts were induced using a classical
induction procedure (Nolen-Hoeksema & Morrow, 1993). Then a motor task was executed.
Participants were randomly allocated to one of two conditions. In the Mouthing condition,
the task consisted of repetitively making mouth opening-closing movements at a comfortable
pace. This condition was selected as it is commonly used in articulatory suppression studies.
As a control, a finger-tapping condition was used (the Tapping condition), that consisted of
tapping on the desk with the index finger of the dominant hand at a comfortable pace.

Although finger-tapping tasks are generally considered as good control conditions when
using speech motor tasks, since they are comparable in terms of general attentional demands,
it may be that orofacial gestures are intrinsically more complex than manual gestures (i.e.,
more costly, Emerson & Miyake, 2003). To discard the possibility that orofacial gestures
(related to the Mouthing condition) would be cognitively more demanding than manual
ones (related to the Tapping condition), we designed a pre-test experiment in order to
compare the two interference motor tasks used in the main experiment. Results of this control
experiment showednodifference on reaction times during a visual search task between the two
interference tasks (i.e., mouthing and finger-tapping). Full details are provided in Appendix B.

6.2.3 Procedure

The experiment took place individually in a quiet and dimmed room. The total duration
of the session ranged between 35min and 40min. Before starting the experiment, participants
were asked to perform the motor task during 1 min, while following a dot moving at a random
pace on the screen in front of them. This task was designed to train the participants to

3We computed this ratio because we were interested in the proportion of verbal thoughts relative to all
thoughts and not in the total amount of verbal thoughts per se.
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perform themotor task adequately. Following this training and after describing the experiment,
the experimenter left the room and each participant had to fill-in a baseline questionnaire
(adaptation of PANAS, see above) presented on the computer screen. Baseline state rumination
was then evaluated using the RUM scale. The whole experiment was video-monitored using a
Sony HDR-CX240E video camera, in order to check that the participants effectively completed
the task.

6.2.3.1 Rumination induction

Rumination induction consisted of two steps. Thefirst step consisted of inducing anegative
mood in order to enhance the effects of the subsequent rumination induction. Participants
were asked to recall a significant personal failure experienced in the past five years. Then,
participants were invited to evaluate the extent to which this memory was “intense for them”
on a VAS between “Not at all” and “A lot”, afterwards coded between 0 and 100, and referred to
as Vividness.

The second step consisted of the rumination induction proper. We used a French
translation of Nolen-Hoeksema & Morrow (1993)’s rumination induction procedure.
Participants had to read a list of 44 sentences related to the meaning, the causes and the
consequences of their current affective or physiological state. Each phrase was presented on
a computer screen for 10 seconds and the total duration of this step was 7 minutes and 20
seconds. State rumination was then evaluated again using the same VAS as the one used at
baseline (RUM ).

6.2.3.2 Motor task

After the rumination induction, participants were asked to continue to think about “the
meaning, causes, and consequences” of their feelings while either repetitively making mouth
movements (for participants allocated in the “Mouthing” condition) or finger-tapping with
the dominant hand for five minutes (for participants allocated in the “Tapping” condition).
Afterwards, state rumination was again evaluated using the RUM scale.

In order to evaluate trait rumination, participants completed the short version of the RRS
(see above). Then, they filled in the questionnaire on themodality of the thoughts that occurred
while performing the motor task (see above). Figure 6.1 summarises the full procedure.

6.2.4 Data analysis

Statistical analyses were conducted using R version 3.5.3 (R Core Team, 2018) and are
reported with the papaja (Aust & Barth, 2018) and knitr (Xie, 2018) packages.

159



CHAPTER 6. ARTICULATORY SUPPRESSION EFFECTS ON INDUCED RUMINATION

Mood induction

Rumination induction

Session '

Motor training

Baseline measures 
PANAS & RUM

Vividness control

Post-Induction measures 
RUM

Mouthing Tapping

Post-activity measures 
RUM

Verbality & Trait rumination: RRS-R

Debriefing

Figure 6.1. Timeline of the experiment, from top to bottom.

6.2.4.1 Rumination induction

We centred and standardised each predictor in order to facilitate the interpretation
of parameters. To assess the effects of the rumination induction on self-reported state
rumination, data were then analysed using Induction (2modalities, before and after induction,
contrast-coded) as a within-subject categorical predictor and RUM as a dependent variable
in a Bayesian multilevel linear model (BMLM), using the brms package (Bürkner, 2018b).4

This model was compared with more complex models including effects of control variables,
including baseline affect state (PANAS scores), trait rumination (RRS scores), the vividness of

4An introduction to Bayesian statistics is outside the scope of this paper. However, the interested reader is
referred to Nalborczyk et al. (2019a) for an introduction to Bayesian multilevel modelling using the brms package.
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the memory chosen during the induction (Vividness score), or the degree of verbality of the
ruminative thoughts (Verbality index).

Models were compared using the Widely Applicable Information Criterion (WAIC;
Watanabe, 2010) –a generalisation of the Akaike information criterion (Akaike, 1974)– and
evidence ratios (Burnham & Anderson, 2002; Burnham, Anderson, & Huyvaert, 2011; Hegyi
& Garamszegi, 2011). The WAIC provides a relative measure of predictive accuracy of the
models (theWAIC is an approximation of the out-of-sample deviance of amodel) and balances
underfitting and overfitting by sanctioning models for their number of parameters. Evidence
ratios (ERs)were computed as the ratios ofweights: ERi j = wi

w j
, where wi and w j are theAkaike

weights of models i and j , respectively. These weights can be interpreted as the probability of
the model being the best model in terms of out-of-sample prediction (Burnham & Anderson,
2002). Whereas the use of WAIC is appropriate for model comparison and selection, it tells us
nothing about the absolute fit of the model. To estimate this fit, we computed the Bayesian R2

for MLMs using the bayes_R2()method in the brms package (Bürkner, 2018b).
Models were fitted using weakly informative priors (see the supplementary materials for

codedetails). TwoMarkovChainMonte-Carlo (MCMC)were ran for eachmodel to approximate
the posterior distribution, including each 5.000 iterations and a warmup of 2.000 iterations.
Posterior convergencewas assessed examining trace plots aswell as theGelman-Rubin statistic
R̂ . Constant effect estimates were summarised via their posterior mean and 95% credible
interval (CrI),where a credible interval canbe consideredas theBayesiananalogueof a classical
confidence interval. When applicable, we also report Bayes factors (BFs), computed using the
Savage-Dickeymethod,which consists in taking the ratio of the posterior density at the point of
interest divided by the prior density at that point. These BFs can be interpreted as an updating
factor, from prior knowledge (what we knew before seeing the data) to posterior knowledge
(what we know after seeing the data).

6.2.4.2 Articulatory suppression effects

To assess the effects of articulatory suppression on self-reported state rumination, data
were analysed in the same fashion as in the first part of the experiment, using Session (2
modalities, before and after motor activity, contrast-coded) as a within-subject categorical
predictor, and Condition (2 modalities, Mouthing and Tapping) as a between-subject
categorical predictor and RUM as a dependent variable. Moreover, effects of baseline affect
state (PANAS and RRS scores), the vividness of the rumination induction memory and
the verbality index were assessed by comparing models with and without these additional
predictors.
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6.3 Results

The results section follows the data analysis workflow. More precisely, for each part of the
experiment (i.e., first the analysis of the induction effects and then, the analysis of the impact
of mouthing vs. finger-tapping), we first present the results of the model comparison stage
in which we compare different models of increasing complexity. Subsequently, we report the
estimates of the bestmodel (themodel with the lowestWAIC) and base our conclusions on this
model.

Recall that, to assess rumination induction, the dependent variable is RUM, the
main categorical predictor is Induction and additional continuous predictors are PANAS,
RRS, Vividness, and Verbality. To assess articulatory suppression effects, the dependent
variable is RUM, the main categorical predictors are Session (within-subject) and Condition
(between-subject), and additional continuous predictors are PANAS, RRS and Vividness.
Summary statistics (mean and standard deviation) for all these variables can be found in Table
6.1.
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Table 6.1: Descriptive statistics (mean and standard deviation) of each recorded variable, for the final
sample of participants that were included in the study.

Mouthing Tapping

Variables Baseline Post-induction Post-motor Baseline Post-induction Post-motor

RUM 28.5 (26.49) 54.66 (25.16) 45.47 (27.25) 20.96 (21.82) 46.77 (25.74) 43.54 (29.57)
Age 20.3 (2.65) - - 20.31 (2.53) - -
PANASneg 15.65 (5.67) - - 15.46 (5.08) - -
PANASpos 30.91 (4.48) - - 31.25 (4.4) - -
RRSbrooding 12.2 (2.43) - - 12.06 (2.62) - -
RRSreflection 12.22 (3.22) - - 11.71 (3.26) - -
Verbality 1.67 (1.18) - - 1.67 (1.26) - -
Vividness 54.17 (28.94) - - 59.78 (24.63) - -
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Figure 6.2 shows the overall evolution of the mean RUM scores (i.e., self-reported state
rumination) through the experiment according to each Session (Baseline, Post-induction,
Post-motor) and Condition (Mouthing, Tapping). As displayed in this figure, an important
inter-individual variabilitywasobserved in all conditions. After the rumination induction,RUM
score increased in both groups, and decreased after the motor task, with a stronger decrease in
the Mouthing condition.
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Figure 6.2. Mean RUM score by Session and Condition, along with violin plots and individual
data. Error bars represent 95% confidence intervals.

6.3.1 Correlationmatrix between continuous predictors

To prevent multicollinearity, we estimated the correlation between each pair of continuous
predictors. Figure 6.3 displays these correlations along with the marginal distribution of each
variable. The absence of strong correlations (r > 0.8) between any of these variables suggests
that they can each be included as control variables in the following statistical models.
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Figure 6.3. Diagonal: marginal distribution of each variable. Panels above the diagonal:
Pearson’s correlations between main continuous predictors, along with 95% CIs. The absolute
size of the correlation coefficient is represented by the size of the text (lower coefficients appear
as smaller). Panels below the diagonal: scatterplot of each variables pair.

6.3.2 Rumination induction

To examine the efficiency of the induction procedure (i.e., the effect of Induction) while
controlling for the other variables (i.e., Vividness, RRSbrooding, RRSreflection, PANASpos, and
PANASneg ),5 we then compared the parsimony of models containing main constant effects
and a varying intercept for Participant. Model comparison showed that the best model (i.e.,
the model with the lowest WAIC) was the model including Induction, PANASpos, PANASneg,

5Note that we only included predictors that were theoretically relevant (as recommended, amongst others, by
Burnham & Anderson, 2002, 2004). We did not blindly assess every combination of predictors.
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RRSbooding, and an interaction term between Induction and Vividness as predictors (see Table
6.2). Fit of the best model was moderate (R2 = 0.667, 95% CrI [0.574, 0.735]).
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Table 6.2: Comparison of models, ordered by WAIC. The best model has the lowest WAIC.

W AIC pW AIC ∆W AIC W ei g ht

Int + Ind +PAN ASpos +PAN ASneg + Ind : V i v +RRSbr o 1857.45 61.38 0.00 0.339
Int + Ind +PAN ASpos +PAN ASneg + Ind : V i v +RRSbr o +RRSr e f 1857.69 61.62 0.24 0.301
Int + Ind +PAN ASpos +PAN ASneg + Ind : V i v +RRSr e f 1858.39 61.45 0.95 0.212
Int + Ind +PAN ASneg + Ind : V i v 1860.56 64.05 3.11 0.072
Int + Ind +PAN ASpos + Ind : V i v 1861.73 64.65 4.28 0.040
Int + Ind +PAN ASneg 1863.11 66.09 5.66 0.020
Int + Ind +PAN ASpos 1864.76 62.72 7.31 0.009
Int + Ind + Ind : V i v 1865.39 62.91 7.95 0.006
Int + Ind 1868.17 65.31 10.72 0.002

Note. pW AIC is the number of (effective) parameters in the model. Int = Intercept, Ind = Induction, V i v = Vividness,
RRSbr o = RRSbrooding, RRSr e f = RRSreflection. All models include a varying intercept for Participant.
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Constant effect estimates for the best model are reported in Table 6.3. Based on these
values, it seems that Induction (i.e., the effects of the rumination induction) increased RUM
scores by approximately 24.76 points on average (dav = 1.037, 95% CI [0.748, 1.325]). The main
positive effect of PANASneg and the main negative effects of PANASpos indicate, respectively,
that negative baseline mood was associated with higher levels of rumination while positive
baseline mood was associated with lower levels of self-reported rumination.

Table 6.3: Coefficient estimates, standard errors (SE), 95% CrI (Lower, Upper),
Rhat and Bayes factor (BF10) for the best model.

Term Estimate SE Lower Upper Rhat BF10

Intercept 37.814 1.946 34.199 41.546 1.00 5.417*10^15
Induction 24.763 2.144 20.611 29.073 1.00 -7.82*10^16
PANASpos -7.074 1.814 -10.815 -3.530 1.00 573.8
PANASneg 7.306 1.892 3.590 10.892 1.00 60.98
RRSreflection 2.334 1.828 -1.293 6.275 1.00 0.423
Induction:Vividness 4.034 2.139 -0.652 7.970 1.00 1.22

Higher scores on Vividness were associated with higher increase in self-reported
rumination after induction, as revealed by the positive coefficient of the interaction term.
This suggests that participants who recalled a more vivid negative memory tended to show a
higher increase in rumination after the induction procedure than participants with a less vivid
memory.

6.3.3 Articulatory suppression effects on induced rumination

In order to examine the effect of the two motor tasks (articulatory suppression and
finger-tapping,Condition variable) onRUM while controlling forother variables (i.e.,Vividness,
RRSbrooding,RRSreflection,Verbality,PANASpos, andPANASneg ), we compared theparsimony
of several models, with or without these variables or their interaction. Given the group
differences on RUM score at baseline (i.e., after training), we also included this score as a
control variable in the models, as the RUMb variable (Mmouthi ng = 28.5, Mt appi ng = 20.96).
Based on our hypotheses, we examined the three-way interaction between Session, Condition
and Verbality. More precisely, we expected that greater amounts of verbal thoughts would
be associated with a greater difference in the effects of the motor task on self-reported state
rumination (i.e., RUM ) with respect to the group (i.e., mouthing vs. finger-tapping). Model
comparison showed that the best model was the model including Session,Cond, an interaction
term between Session and Condition, RUMb, PANASneg, RRSbrooding and RRSreflection as
predictors (cf. Table 6.5). Absolutefitof thebestmodelwasmoderate (R2 =0.655, 95%CrI [0.559,
0.724]). Therefore, contrary to our hypothesis, the best model did not include the three-way
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interaction between Session, Condition and Verbality as a constant effect. It did include an
interaction between Session and Condition, however.
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Table 6.4: Comparison of models, ordered by WAIC. The best model has the lowest WAIC.

W AIC pW AIC ∆W AIC W ei g ht

Sessi on +Cond +Sessi on : Cond +RU Mb +PAN ASn +RRSb +RRSr 1857.00 64.15 0.00 0.546
Sessi on +Cond +RU Mb +PAN ASn +RRSb +RRSr 1858.92 64.16 1.93 0.208
Sessi on +Cond +Sessi on : Cond +Sessi on : Cond : V er b +RU Mb +PAN ASp +RRSb +RRSr 1859.88 64.06 2.88 0.129
Sessi on +Cond +Sessi on : Cond +Sessi on : Cond : V er b +RU Mb +PAN ASn +RRSb +RRSr 1860.64 64.99 3.65 0.088
Sessi on +Cond +Sessi on : Cond 1864.70 69.62 7.70 0.012
Sessi on +Cond 1865.13 68.50 8.13 0.009
Sessi on 1866.11 68.95 9.12 0.006
Sessi on +Cond +Sessi on : Cond : V er b 1868.64 70.16 11.65 0.002
Null model 1876.96 67.42 19.97 0.000

Note. K is the number of estimated parameters in the model. Int = Intercept, Cond = Condition, RU Mb = RUM baseline score, V er b = Verbality,
RRSb = RRSbrooding, RRSr = RRSreflection. All models include a constant intercept and a varying intercept for Participant.
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Parameter values of the best model for the second part of the experiment are reported in
Table 6.5. Based on these values, it seems that self-reported rumination decreased after both
motor tasks (the coefficient for Session is negative), but this decrease was substantially larger
in the Mouthing condition (dav = -0.351, 95% CI [-0.735, 0.034]) than in the Tapping condition
(dav = -0.117, 95%CI [-0.506, 0.273]), as can be read from the coefficient of the interaction term
between Session and Condition (Est = 4.979, SE = 4.002, 95% CrI [-3.105, 12.47]). Importantly,
the large uncertainty associated with this result (as expressed by the width of the confidence
interval) warrants a careful interpretation of this result, that should be considered as suggestive
evidence, rather than conclusive evidence.

However, the Bayesian framework provides tools that permit richer inference. First, we can
compare the relative weight of the best model (the model with the lowest WAIC) with a similar
modelwithout the interaction term (the secondmodel in Table 6.4). This reveals that themodel
including an interaction term between Session and Condition is 2.6200366 more credible than
the model without the interaction term, which can be considered as weak but meaningful
evidence (Burnham & Anderson, 2002).

Second, we can look at the BF for this particular parameter. As can be seen from Table 6.5,
the BF for the interaction term is equal to 1.24, which is evidence for neither the presence or the
absence of effect. However, this BF is computed using the Savage-Dickey method6 and as such
is extremely sensitive to the prior choice. Thus, other priors (for instance a prior that is more
peaked on zero) would provide stronger evidence for the interaction effect.

Third, and more interestingly, we can also directly look at the posterior distribution of the
parameter of interest (the interaction term). Figure 6.4 shows this posterior distribution, its
mean and 95% credible interval, as well as the proportion of the distribution which is above
0. This reveals that although the 95% credible interval largely encompasses 0, there is a 0.892
probability that the interaction between Session and Condition is positive (given the data and
the priors). This suggests that the decrease in RUM score was indeed larger in the mouthing
than in the tapping group.

6This method simply consists in taking the ratio of the posterior density at the point of interest divided by the
prior density at that point (for a practical introduction, see Wagenmakers et al., 2010).
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βSession:Condition
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Figure 6.4. Posterior distribution of the interaction parameter between Session (before vs. after
the motor task) and Condition (mouthing vs. finger-tapping). The mean and the 95% credible
interval are displayed at the top and the bottom of the histogram. The green text indicates the
proportion of the distribution that is either below or above zero.

Table 6.5: Coefficient estimates, standard errors (SE), 95%CrI (Lower, Upper),
Rhat and Bayes factor (BF10) for the best model.

Term Estimate SE Lower Upper Rhat BF10

Intercept 47.582 2.001 43.737 51.622 1.001 4.292*10^17
Session -5.923 2.138 -10.090 -1.572 1.000 6.624
Condition -0.994 3.785 -8.770 6.175 1.000 0.379
RUMbaseline 12.746 2.214 8.327 17.066 1.003 -6.831*10^18
RRSbrooding 2.381 2.071 -1.507 6.705 1.000 0.407
RRSreflection -1.811 1.933 -5.600 2.096 1.001 0.307
PANASneg 0.544 2.220 -3.796 4.870 1.001 0.217
Session:Condition 4.979 4.002 -3.105 12.470 1.001 0.808

The large variation between participants can be appreciated by computing the intra-class
correlation (ICC), expressed as σ2

i nter cept /(σ2
i nter cept +σ2

r esi dual s). For the best model, the ICC
is equal to 0.365 (95% CrI [0.127, 0.551]), indicating that 36.5% of the variance in the outcome
that remains after accounting for the effect of the predictors, is attributable to systematic
inter-individual differences.

Figure 6.5 shows the effects of Verbality on the relative change (i.e., after - before) in
self-reported rumination after both motor activities (i.e., Mouthing and Tapping ). As Verbality

172



6.4. DISCUSSION

was centred before analysis, its score cannot be interpreted in absolute terms. However, a high
score on this index indicates more verbal than non-verbal (e.g., visual images, non-speech
sounds) thoughts, whereas a low score indicates more non-verbal than verbal thoughts.
Contrary to our predictions but consistent with the model comparison, this figure depicts a
similar relationship between Verbality and the change in RUM score (between before and
after the motor task), according to the Condition. In the Mouthing condition, the change in
RUM score did decrease for participants with a higher self-reported degree of verbal content.
This suggests that the more verbal the rumination is, the more it is affected by mouthing
interference. But contrary to our expectation, a similar trend (although perhaps weaker) was
observed in the Tapping condition. This suggests that the more verbal the rumination is, the
more it is affected by any motor task.
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Figure 6.5. Mean RUM relative change after motor activity, as a function of the degree of
Verbality, in the mouthing (the green dots and regression line) and finger tapping (the orange
dots and regression line) conditions.

6.4 Discussion

The purpose of the current study was to investigate the effects of articulatory suppression
on induced verbal rumination. We predicted that if verbal rumination, which can be construed

173



CHAPTER 6. ARTICULATORY SUPPRESSION EFFECTS ON INDUCED RUMINATION

as a type of inner speech, does involve the mental simulation of overt speech production,
its generation should be disrupted by articulatory suppression, but not by finger tapping.
This prediction was not strictly corroborated by the data, as we observed a decrease of
self-reported rumination after both types of motor activities (see Figure 6.2 and Table 6.4),
with a somewhat stronger decrease in the Mouthing condition. In the following, we examine
the validity of our methods and discuss interpretations of our results. Finally, we formulate
how subsequent research should address this kind of question and suggest alternative ways
to test the above mentioned hypothesis. We begin by discussing the results of the rumination
induction procedure.

6.4.1 Rumination induction

It is noteworthy that 32.91% of the total sample of participants who were recruited did
not respond to this induction, and were therefore not included in the analyses. Moreover, as
reported in Table 6.3, it seems that the Vividness of the memory chosen by the participant
during the mood induction was moderating the effect of the rumination induction. In
other words, the more vivid (i.e., the more “intense”) the memory, the more successful
the rumination induction was. This highlights the fact that this aspect should be carefully
controlled each time amood induction is used in order to foster subsequent repetitive negative
thinking.

Moreover, we observed a group difference of approximately 7.5 points in the average RUM
score at baseline. This differencemight be explainedbymotor training,which tookplace before
baseline measurement of state rumination. During this training, participants had to perform
the motor task (either finger-tapping or mouthing) in front of a black screen on which a white
dot was moving randomly for 1 min. During the task, the experimenter stayed in the room
to check that participants were performing the motor task adequately. Being an unusual and
potentially embarrassing motor activity, mouthing might have been a higher source of stress
for the participants, as compared to the more common activity of finger-tapping. This group
difference in baseline state rumination subsisted after the induction, as the group difference
after the induction was of approximately 8 points (see summary statistics in Table 6.1 and full
dataset in the supplementary materials).

6.4.2 Articulatory suppression effects

In the following section, we discuss in more depth the results of the second part of the
study, which aimed at comparing the effects of articulatory suppression and finger-tapping
on self-reported rumination.

First, it is important to examine whether the weakness of the effect of the interaction we
had predicted between session and condition could come from a lack of statistical power. We
planned 128 participants in order to reach a power of .80 for a targeted effect size of η2

p = .06.
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As explained above, out of the 184 recruited participants, only 106 could be included in the
study. With 106 participants, the a priori power for detecting an effect size of η2

p = .06 was
approximately of .70, which is much higher than the median power in typical psychological
studies.

Second, it is important to acknowledge that despite theweakness of the difference between
the two conditions in their influence on the level of self-reported rumination (i.e., RUM ), both
activities did lead, on average, to a decrease in self-reported rumination of approximately 6
points on the VAS (as indicated by the slope for Session in Table 6.5). This decrease might
be interpreted in two ways. First, it might be explained by the simple exposition to the VAS
and by compliance effects. When asked to rate their level of rumination again after five
minutes of motor activity, some participants might be prompted to indicate a lower level of
rumination thanbefore themotor task. But compliance effects could similarly leadparticipants
to consider the motor task as irritating, and therefore as prone to rumination increase. Some
participants could therefore also be biased towards indicating a higher level of rumination after
the motor task. Second, it might be considered that this decrease reflects a genuine decrease in
rumination. In the following, we adopt the latter perspective and discuss explanations for the
weak difference between the two conditions.

6.4.2.1 Effect of the rumination quality (verbality)

Our prediction was that rumination in verbal form would be more disrupted by mouthing
than rumination in non-verbal form, while both kinds of rumination would not be disrupted
(or similarly disrupted) by finger-tapping. In other words, we hypothesised a three-way
interaction, between the effect of time (i.e., Session), Condition, and Verbality. In the following,
we discuss the absence of this interaction. Then, we focus on the weak difference between the
two conditions (omitting Verbality), and discuss some explanations for this weak difference.

First, the absence of the three-way interaction might come from a difficulty for the
participants to have clear introspective access to the ruminative thoughts they experienced
during the motor task. For instance, we know that introspective description of inner speech
differs considerably, between people trained to regularly report on their episodes of inner
speaking, and people without such training (e.g., Hurlburt et al., 2013). Moreover, as the
Verbality questionnaire was presented at the end of the experiment, one cannot exclude that
it was partly contaminated by recall, which, when done verbally, has been shown to artificially
increase the subjective verbality index (Hurlburt, 2011).

6.4.2.2 Difference betweenmotor conditions

Leaving the self-reported quality of rumination aside, we now turn to a discussion of the
weak difference between the two motor conditions. We think this result can be explained
in at least two non-exclusive ways. First, we could argue that the decrease observed in both
conditions was due to an unexpected effect of finger-tapping on rumination. Second, we could
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argue that the effect of the articulatory suppressionwas somehowweaker than expected. In the
following, we provide arguments and explanations for each of these possibilities.

Steady finger-tapping is usually considered as a relevant control condition for evaluating
articulatory suppression, since it specifically recruits the hand motor system and should not
interfere with the oral motor system, while being comparable in terms of general attentional
demands (e.g., Gruber, 2001; Logie & Baddeley, 1987). However, using more complex rhythmic
patterns of finger-tapping, Saito (1994) observed a fade-out of the phonological similarity effect
in a verbal memory task with spoken recall, when subjects were asked to tap with either their
right (dominant) or left hand, while the phonological similarity effect was conserved in the
control condition (no tapping). The author concluded that a complex rhythmic tapping task
can interferewith the running of speechmotor programs (Saito, 1994, p. 185).More specifically,
he suggested that complex, non-automatised, rhythmic finger tapping could use speechmotor
programs,which are useful to control speech prosody and rhythmic activity.We further suggest
that anovel complex rhythmic taskmight require silent verbalisationand, therefore,might itself
be an articulatory suppression task. In line with these findings, another study showed that for
right-handed subjects, tapping with a finger of the right hand is more effective at interfering
with performance of a verbal memory task than is tapping with a finger of the left hand
(Friedman, Polson, & Dafoe, 1988). Although Friedman et al.’s findings are difficult to interpret,
because taskprioritywasmanipulatedand thismayhave led to conflict resolution,whichmight
have been dealt with differentially according to the hand involved, they do suggest that a finger
tapping task is not always the best control for articulatory suppression. This might explain the
decrease of self-reported rumination observed in our own study, after the finger-tapping, and
suggests that we might observe different results by asking participants to tap with the finger of
their non-dominant hand. We think it is important to note for future studies that our results,
togetherwith those of Saito (1994) and Friedman et al. (1988), suggest that finger-tapping could
in fact interfere with inner speech. In other words, finger-tapping, with the dominant hand, is
probably not an appropriate control condition when studying articulatory suppression.

An alternative way to explain the absence of differences between the two motor conditions
is to suppose that the effects of the articulatory suppression were weaker than we expected.
The rhythmic mouthing task might have become too automatised to disrupt inner speech
programming. This idea finds some support in the results of Saito (1997), who observed
an effect of articulatory suppression on the phonological similarity effect in a memory task
only when the articulatory suppression was intermittent (i.e., “ah, ah, ah…”) but no effect
when participants had to utter a continuous “ah–”. This can be explained by considering
that the intermittent articulatory suppression would impose a greater load on speech
motor programming than the continuous articulatory suppression (Saito, 1997, p. 569). In a
similar vein, Macken & Jones (1995) found stronger effects of articulatory suppression when
participants were asked to repeat a sequence of different letters than when they were asked
to repeat a single letter. One way to examine this hypothesis within our own protocol would
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be to ask participants to make sequences of various mouth movements, rather than repeating
a single movement. Alternatively, the relatively weak effects of articulatory suppression on
rumination may also be explained by the specific time course of our experimental design.
Indeed, the articulatory suppression was performed after participants went through the entire
rumination induction procedure (i.e., after reading all the rumination induction prompts). We
speculate that the effects of the articulatory suppression might have been stronger if it was
performed during the rumination (e.g., between each prompt) instead.

In a broader perspective, relating to the original research question, we should mention
two additional interpretations of our results. So far, we considered different ways to explain
either how the finger-tapping task could interfere with rumination or how the articulatory
suppression task might have failed to disrupt rumination. However, if we assume that our
scales (especially the RUM outcome response and the Verbality scale) are reliable and that the
articulatory suppression was efficient in its intended purpose (i.e., suppressing speech motor
activity), we are forced to admit that either i) rumination is not a type of inner speech that can
be disrupted by peripheral muscle perturbation (i.e., it could be described as a more abstract
form of inner speech) or that ii) inner speech, more broadly, does not depend on peripheral
speech muscle activity. Although we think that these questions cannot be answered from our
present results, we acknowledge that these two possibilities are compatible with our results.

In summary, the current research is one of the first behavioural studies exploring the
association between verbal rumination and the speech motor system. While the observed data
did not strictly corroborate our original hypotheses, we explored several explanations for the
weakdifferencebetweenarticulatory suppression and the control task, and relatedourfindings
to previous works on the role of inner speech in verbal working memory. These results have
important implications for future studies on articulatory suppression during inner speech or
verbal working memory tasks. More precisely, they highlight the need for further investigation
of the most appropriate control task when studying the effects of articulatory suppression.
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Summary of Chapter 6

In this chapter, we set up a critical test of the motor simulation view of inner speech
(and rumination). Indeed, if the involvement of the speech motor system is necessary
during inner speech and rumination, then a disruption of the speech motor system
should disrupt (or impair) the production of inner speech (and rumination). To examine
this idea, we compared the effects of an articulatory suppression task to those of a
finger-tapping task, following a rumination induction, on the levels of self-reported
state rumination. Our results suggest that self-reported state rumination decrease after
both motor activities, with only a slightly stronger decrease following articulatory
suppression, suggesting that ruminationwould not be a formof inner speech that would
crucially depend on the activity of the speech motor system (it does not mean that the
speech motor system may never be involved in rumination, only that its involvement is
not necessary). However, some important limitations make the interpretation of these
results delicate. First, there were important differences between the two groups (i.e.,
articulatory suppression vs. finger-tapping groups) at baseline, possibly due do the
rhythmic trainingproposedbefore baselinemeasurements. Second, themeasure of state
rumination consisted in one single non-validated scale (already used in Chapter 3) and
may not be a reliable index of state rumination. Third, as in Chapter 3, there was no
control group to the rumination induction and any effect following to the rumination
inductionmaynot be specifically attributable to the rumination induction. Fourth, there
is some evidence suggesting that finger-tapping (with the dominant hand) may also
perturbs speech motor planning and may therefore not be the best control condition
to articulatory suppression. We try to overcome these limitations in the next and last
empirical chapter.
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Examining the involvement of the speechmotor system during

rumination: a dual-task investigation

It has been suggested that verbal rumination may be considered as a form of inner
speech and may therefore recruit the speech motor system. This study explores whether
the speech motor system is involved in verbal rumination by examining the effects of

articulatory suppression (via gum-chewing) on two forms of induced repetitive thoughts
(rumination and problem-solving), following the presentation of a stressor. We expected that
(unconstrained) rumination would lead to sustained negative affects following a stressor
whereas (unconstrained) problem-solving would lead to less detrimental effects on mood
(in comparison to rumination). However, if motor processes are involved during rumination
and problem-solving, articulatory suppression should dampen the differential effects of
rumination and problem-solving on mood. At the time of the writing, data collection is still
ongoing and the analyses presented in this chapter are therefore very preliminary. However,
data collected so far suggest that articulatory suppression (gum-chewing) is indeed associated
with a weaker difference in the effects of rumination versus problem-solving on state negative
affects.1

7.1 Introduction

The ability to talk to oneself silently is a central ability that supports many higher
cognitive functions such as remembering, planning, task-switching or problem-solving (for
review, see Alderson-Day & Fernyhough, 2015; Perrone-Bertolotti et al., 2014). Although inner

1This experimental chapter is a working manuscript reformatted for the need of this thesis. Source:
Nalborczyk, L., Perrone-Bertolotti, M., Baeyens, C., Koster, E.H.W., & Lœvenbruck, H. (in preparation). Examining
the involvement of the speechmotor systemduring rumination: a dual-task investigation. Pre-registeredprotocol,
preprint, data, as well as reproducible code and figures will be made available at: https://osf.io/8ab2d/.
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speech supports many cognitive abilities, its dysfunctions are similarly numerous and diverse.
For instance, auditory verbal hallucinations (which can be conceived of as intrusive and
agency-defective inner voices) or obsessional thoughts can be considered as occurrences of
dysfunctional inner speech (Perrone-Bertolotti et al., 2014). In the present article, we focus
on rumination, a form of repetitive negative thinking (Ehring & Watkins, 2008) than can be
broadly defined as unconstructive repetitive thinking about past events and current mood
states (Martin & Tesser, 1996).

Rumination has been consistently related to increased risks of onset and maintenance of
depressive episodes (for review, see Ehring & Watkins, 2008; Nolen-Hoeksema et al., 2008)
and has been suggested to contribute in exacerbating current depression (e.g., De Raedt &
Koster, 2010). A particularly maladaptive and harmful form of rumination is brooding, defined
as self-critical pondering onone’s current or pastmood states andunachieved goals (Treynor et
al., 2003). Brooding has been shown to uniquely contribute to the maladaptive consequences
of self-focused repetitive thinking. Experimental studies have shown that induced rumination,
in comparison to distraction or problem-solving, worsens (i.e., lengthens and/or intensifies)
negative mood (e.g., Huffziger & Kuehner, 2009; Philippot & Brutoux, 2008), impairs cognitive
processes (e.g., Philippot & Brutoux, 2008; Whitmer & Gotlib, 2012) and increases the retrieval
of overgeneral and negative autobiographic memories (e.g., Lyubomirsky et al., 1998; Watkins
& Teasdale, 2001).

Overall, rumination is known tobe apredominantly verbal process (Ehring&Watkins, 2008;
Goldwin & Behar, 2012; Goldwin et al., 2013; McLaughlin et al., 2007) and has been proposed
to be considered as such as a dysfunctional form of inner speech (e.g., Perrone-Bertolotti et al.,
2014). Research on the psychophysiology of inner speech revealed that the neural processes
involved in overt and covert speech tend to be very similar. Indeed, both forms of speech
involve a landscape of inferior frontal areas, motor and auditory areas (for an overview, see
Perrone-Bertolotti et al., 2014; Lœvenbruck et al., 2018). This is coherentwith the idea that some
forms of inner speech could be considered as a kind of simulation of overt speech (e.g., Postma
&Noordanus, 1996; Jeannerod, 2006), in the samewayas imaginedactions canbe consideredas
the result of a simulationof the correspondingovert action (e.g., walking and imaginedwalking,
Decety, Jeannerod,&Prablanc, 1989). In otherwords, themotor simulationhypothesis suggests
that the speech motor system should be involved during inner speech production.

Accordingly, in the same way that motor imagery is usually accompanied by peripheral
muscular activation (for a review, see Guillot et al., 2010), inner speech production should also
be associated with activation in the speech muscles. This hypothesis has been corroborated by
many studies showing peripheral muscular activation during inner speech production (e.g.,
Livesay et al., 1996; Locke, 1970; Locke & Fehr, 1970; McGuigan & Dollins, 1989; McGuigan
& Winstead, 1974; Sokolov, 1972), during auditory verbal hallucinations in patients with
schizophrenia (Rapin et al., 2013) and during induced rumination (Nalborczyk et al., 2017).
Some authors also recently demonstrated that it was possible to decode inner speech content
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based on surface electromyography signals (Kapur et al., 2018), although other teams failed to
obtain such results (e.g., Meltzner et al., 2008).

The corollary hypothesis might be drawn, according to which the production of inner
speech (and rumination) should be affected by a disruption of the speech motor system. This
idea is supported by a large number of workingmemory studies using articulatory suppression
to interfere with the subvocal rehearsal component of working memory, leading to impaired
recall performance (e.g., Baddeley et al., 1984; Larsen & Baddeley, 2003). Although articulatory
suppressionusually refers to theovert andvocalised repetitionof speech sounds (e.g., repeating
a syllable or a word out loud), several studies have shown that concurrent subvocalisation or
mechanical perturbation of the speechmotor system (e.g., unvoiced ormouthed speech) could
also interfere with speech planning (e.g., Reisberg et al., 1989; Smith et al., 1995). Interestingly,
the effects of this motor interference are usually described as increasingly efficient depending
on the degree of “enactment”, ranging from silent mouthing to vocalised utterance (Reisberg et
al., 1989).

The effects of articulatory suppression on inner speech production are also known to
depend on other factors such as the complexity and the novelty of the inner speech content
(Sokolov, 1972). Similarly, the effects of articulatory suppression seem to vary according to
the degree to which inner speech production has been automatised (e.g., rehearsing novel
vs. known content, Sokolov, 1972). Therefore, inner speech might be more or less affected by
mechanical constraints, depending on the type of inner speech to be produced. As suggested
in the ConDialInt model presented in Grandchamp et al. (2019), inner speech might vary
in form along several dimensions, such as “enactment” (i.e., the degree of implication of
the speech motor system), itself related to condensation (some forms are syntactically and
lexically condensed, others include full syntactical, lexical, phonological and articulatory
specification). These different dimensions and varieties of inner speech have been thoroughly
studied by experience sampling methods and questionnaires (e.g., Hurlburt, 2011; Hurlburt
et al., 2013; McCarthy-Jones & Fernyhough, 2011) but also more recently using neuroimagery
(Grandchamp et al., 2019). In light of these considerations, a central question of the present
article is to elucidate whether rumination is a form of inner speech that is affected by
articulatory suppression.

It has been highlighted that earworms (i.e., “involuntary musical imagery”) might share
somesimilaritieswith repetitivenegative thoughts suchasobsessional thoughts (seea review in
Beaman & Williams, 2010). In a recent study, Beaman and colleagues have shown that chewing
a gum induced a reduction in the number of self-reported earworms episodes, in comparison
to a resting condition (Beaman, Powell, & Rapley, 2015). However, these results should be
interpreted cautiously, as the gum-chewing condition was compared to a resting (passive)
condition and not to an active control condition (e.g., finger-tapping) in Experiment 1 and
Experiment 2. The results of the third experiment reported in Beaman et al. (2015), in which
gum-chewing was compared to finger-tapping, suggest that gum-chewing might indeed be
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more efficient than finger-tapping in reducing the number of self-reported earworms episodes.
However, it should be noted that these results contradict several previous results (e.g., Kozlov,
Hughes, & Jones, 2012) and should therefore be interpreted as suggestive.

To the best of our knowledge, only one study investigated the effects of a perturbation
of the speech motor system on verbal repetitive negative thinking (Rapee, 1993). This study
revealed a “marginally significant” decrease inworry-related thoughts following an articulatory
suppression. In the same vein, we recently carried out a study inwhichwe compared the effects
of an articulatory suppression (silent mouthing) to the effects of finger-tapping following a
rumination induction (Nalborczyk et al., 2018). The results of this study revealed, as in Rapee
(1993), a marginally superior effect of articulatory suppression (compared to finger-tapping)
in reducing self-reported state rumination. However, it was not clear whether this effect was
due to articulatory suppression per se or to extraneous factors such as baseline differences (see
discussion in Nalborczyk et al., 2018).

In the present study, we aimed to investigate whether rumination involves articulatory
features by interfering with the activity of the speech motor system during rumination. To
this end, we compared the effects of an articulatory suppression (gum-chewing) to a control
motor activity (finger-tapping), following either an induction of (verbal) rumination or an
induction of (verbal) problem-solving. We expected to find less self-reported state rumination
following a period of articulatory suppression than following a period of finger-tapping.
Moreover, because both rumination and problem-solving are expected to be (at least partially)
blocked by articulatory suppression, we expected articulatory suppression to reduce the
detrimental effects of rumination on mood (in comparison to finger-tapping), whereas we
expected articulatory suppression to reduce the beneficial (or less detrimental, in comparison
to rumination) effects of problem-solving on mood (in comparison to finger-tapping).

7.2 Methods

In the Methods and Data analysis sections, we report how we determined our sample size,
all data exclusions, all manipulations, and all measures in the study (Simmons et al., 2012). A
pre-registered version of our protocol can be found online: https://osf.io/8ab2d/.

7.2.1 Participants

We used the Sequential Bayes Factor procedure as introduced in Schönbrodt et al. (2017)
to determine our sample size. We defined a statistical threshold as BF10 = 10 and BF10 = 1

10
(i.e., BF01 = 10) on the effect of interest. More precisely, we were interested in the difference in
self-reported state rumination after the period of motor activity between the two rumination
groups. In order to prevent potential experimenter and demand biases during sequential
testing, the experimenter was blind to Bayes factors computed on previous participants
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(Beffara et al., 2019). All statistical analyses have been automated and a single instruction was
returned to the experimenter (i.e., “keep recruiting participants” or “stop the recruitment”).
We fixed the minimum sample size to 100 participants (i.e., around 25 participants per group)
to avoid early terminations of the sequential procedure and the maximum sample size to four
weeks of experiment, including in total 255 potential time slots.

At the time of the writing, we were not able to conduct this procedure until its end. We
currently have data for 42 participants. These participants were all female Dutch-speaking
right-handed undergraduate students in Psychology at Ghent University (Mean age = 21.26,
SD = 2.28). They were recruited via an online platform and were given 10AC in exchange for
their participation. Each participant provided consent to participate and the present studywas
approved by the local ethical committee of the Psychology department at Ghent University.

7.2.2 Material

7.2.2.1 Trait questionairemeasures

Trait rumination was assessed using the Dutch version of the 10-item revised Ruminative
Response Scale (Raes, Hermans, & Eelen, 2003; Treynor et al., 2003). This questionnaire
comprises two subscales, evaluating either the Reflection or the Brooding component of
rumination, where the latter refers to a less adaptive form of rumination (Treynor et al., 2003).
Toassess thepresenceandseverity of depressive symptoms,weadministered theDutchversion
of the 21-itemBeckDepression Inventory (BDI-II-NL, Beck, Steer, &Brown, 1996; VanderDoes,
2002).

7.2.2.2 State questionairemeasures

State rumination was assessed during the experiment via the Dutch version of the Brief
State Rumination Inventory (BSRI, Marchetti et al., 2018). This questionnaire comprises eight
items measuring the extent to which participants are ruminating at the moment. These items
were presented as visual analogue scales (VASs) subsequently recoded between 0 and 100. The
BSRI total score is computed as the sum of these eight items and the BSRI has been shown to
have good psychometric properties (Marchetti et al., 2018). Positive and negative affects were
monitored throughout the experiment using the Dutch version of the Positive and Negative
Affect Schedule (PANAS, Engelen, Peuter, Victoir, Diest, & Van den Bergh, 2006; Watson et al.,
1988).

7.2.2.3 Thinking-style induction

The thinking-style inductionwas adapted fromGrol et al. (2015) and consisted in two parts.
First, participants were asked to vividly imagine a car accident scenario from a first-person
perspective (as if theyweredriving the car). Theyweregivenbetween1min (minimumallocated
time) and 5min (maximumallocated time) to imagine this situation. Second, participants were
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asked to think about this hypothetical situation and its consequences in either a ruminative
manner or a problem-solving manner. To this end, a series a six prompts were presented
successively on the screen (specific prompts can be found in the supplementary materials).
Each prompt was presented for a maximum duration of 2min and the participant was invited
to type her thoughts in reaction to this prompt below the prompt. Participants were asked to
type their thoughts as they came, without focusing too much on the grammatical correctness
of the sentences they were typing.

7.2.2.4 Articulatory suppression

In the articulatory suppression condition, participants were asked to open an opaque box
(disposed aside from the computer screen) in which they found chewing gums.2 They were
then asked to chew the gum in a “sustained but natural way” (in order to avoid too much
interruption) during the next 5 minutes. In the finger-tapping condition, participants were
asked to tap with the index of their non-dominant (i.e., usually left) arm at a “sustained but
natural” pace for the next 5 minutes. In both conditions, participants were also asked to
“continue to think about the car-accident situation and the following prompts”.

7.2.3 Procedure

Upon arriving at the laboratory, participants were asked whether they had recently been
involved in a traffic accident. No participant was excluded on this basis. Participants then
completed the BDI-II-NL questionnaire. No participant was excluded on the basis of a
BDI-II-NL score greater than 29. Afterwards, participants were given a brief verbal overview
of the experiment by the experimenter, before the experimenter definitely left the room. The
participant then started the experiment on a computer. The experiment was programmedwith
the OpenSesame software program (Mathôt et al., 2012).

After filling-in the consent form, participants watched a series of short (around 30s
each) neutral video clips for a total duration of 5mn in order to neutralise pre-existing
mood differences between participants (Marchetti et al., 2018; Samson, Kreibig, Soderstrom,
Wade, & Gross, 2015). Then, participants filled-in baseline measurements of state rumination
(BSRI) and state affects (PANAS). Afterwards, participants went through either a rumination
or a problem-solving thinking induction, as described previously. Following this induction,
participants filled-in again the BSRI questionnaire to check whether the rumination induction
was successful in inducing rumination. Participants in each group were then randomly
allocated to either a 5-min articulatory suppression condition (gum-chewing) or a 5-min
finger-tapping condition, resulting in four groups of participants. Following the motor activity,
participants filled-in again both the BSRI and the PANAS questionnaires. Then, participants
filled-in the RRS questionnaire to assess their propensity to ruminate in daily life.

2These gums were chosen to be as neutral and usual as possible. More precisely, we used sugar-free and
allergenic-free mint-flavoured gums.
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At the end of the experiment, all participants went through a positive mood induction
(remembering and reliving a positive memory) to attenuate the effects of the stress
induction. Finally, participants were fully debriefed about the goals of the study. The entire
experimentwas video-monitoredusing a SonyHANDYCAMvideo camera to checkwhether the
participants effectively completed the task. In addition, the experimenter was able to monitor
the participant’s performance during the experiment through a one-way mirror (located
behind the participant). This procedure is summarised in Figure 7.1.

Mood neutralisation

Baseline measures 
BSRI & PANAS

Rumination Problem-solving

Post-induction measures 
BSRI

Post-induction measures 
BSRI

Chewing Finger-tapping Chewing Finger-tapping

Post-activity measures 
BSRI & PANAS

Verbality & Chewing habit

Trait-rumination: RRS

Debriefing

Figure 7.1. Timeline of the experiment, from top to bottom.

7.2.4 Data analysis

Statistical analyses were conducted using R version 3.5.0 (R Core Team, 2018), and are
reported with the papaja (Aust & Barth, 2018) and knitr (Xie, 2018) packages.
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To model state rumination and affect in response to the thinking-style induction and
the articulatory suppression manipulation, we fitted a series of Bayesian regression models.3

These analyses were conducted using the brms package (Bürkner, 2018b), an implementation
of Bayesian multilevel models that employs the probabilistic programming language Stan
(Carpenter et al., 2017). Four chains were run for each model, including each 10,000
iterations and a warmup of 2,000 iterations. Posterior convergence was assessed examining
autocorrelation and trace plots, as well as the Gelman-Rubin statistic. Constant effects
estimates were summarised via their posterior mean and 95% credible interval (CrI), where a
credible interval interval can be considered as the Bayesian analogue of a classical confidence
interval, except that it can be interpreted in a probabilistic way (contrary to confidence
intervals, Nalborczyk et al., 2019b). When applicable, we also report Bayes factors (BFs)
computed using the Savage-Dickeymethod.4 These BFs can be interpreted as updating factors,
from prior knowledge (what we knew before seeing the data) to posterior knowledge (what we
know after seeing the data).

7.3 Results

The results section is divided into two sections investigating the effects of i) the
thinking-style induction and ii) the interaction between the effect of the thinking-style
induction (rumination vs. problem-solving) and the effect of the motor activity (chewing
vs. finger-tapping) on self-reported state rumination and negative affects. Importantly, as data
collection is still ongoing (it will continue next semester), these analyses should be considered
as very preliminary. The number of observations (participants) per condition is reported in
Table 7.1.

Table 7.1: Current sample size per group.

Thinking mode Motor activity Sample size

problem-solving chewing 14
problem-solving tapping 8
rumination chewing 11
rumination tapping 9

3An introduction to Bayesian statistical modelling is outside the scope of the current paper but the interested
reader is referred to Nalborczyk et al. (2019a), for an introduction to Bayesian multilevel modelling using the brms
package.

4This method simply consists in taking the ratio of the posterior density at the point of interest divided by the
prior density at that point (Wagenmakers et al., 2010).
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7.3.1 Thinking-style induction

To examine the efficiency of the induction procedure (i.e., the effects of time, coded as
Session, and the effects of the thinking-style, coded as Think) while controlling for the other
variables (i.e., RRSbrooding and BDI.II ), we then compared the parsimony of several models
containing different combinations of constant effects and a varying intercept for Participant.
Model comparison showed that the best model (i.e., the model with the lowest WAIC) was the
model including Session and BDI.II as predictors (see Table 7.2). Fit of the best model was
moderate (R2 = 0.577, 95% CrI [0.371, 0.712]).
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Table 7.2: Comparisonofmodels, orderedbyWAIC relative to thebestmodel (i.e., themodelwith the lowest
WAIC).

W AIC pW AIC ∆W AIC W ei g ht

Int +Sessi on +BD I 1047.10 20.79 0.00 0.545
Int +Sessi on +BD I +Sessi on : BD I 1049.99 21.18 2.88 0.129
Int +Sessi on +RRSbr o +BD I +Sessi on : RRSbr o +Sessi on : BD I 1050.17 20.49 3.07 0.117
Int +Sessi on +T hi nk +Sessi on : T hi nk +BD I 1050.76 21.95 3.66 0.087
Int +Sessi on +RRSbr o 1051.07 25.06 3.96 0.075
Int +Sessi on +RRSbr o +Sessi on : RRSbr o 1054.47 27.53 7.37 0.014
Int +Sessi on +T hi nk +Sessi on : T hi nk +RRSbr o 1054.67 25.59 7.57 0.012
Int +Sessi on 1054.68 25.66 7.57 0.012
Int +Sessi on +T hi nk +Sessi on : T hi nk 1055.63 27.95 8.53 0.008

Note. pW AIC is the number of effective parameters in the model. Int = Intercept, Ind = Induction, RRSbr o =
RRSbrooding, BD I = BDI-II score. All models include a varying intercept by participant.
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Constant effect estimates from the best model are reported in Table 7.3. Based on these
values, it seems that Session (i.e., the effect of the rumination induction) increased self-reported
state rumination (i.e., the BSRI sum score) by approximately 73.63 points on average (β =
73.628, 95% CrI [26.804, 116.959], BF 10 = 17.417). The main positive effect of BDI.II indicates
that higher BDI-II scores were associated with higher self-reported state rumination scores on
average.

Table 7.3: Coefficient estimates, standard errors (SE), 95% CrI (Lower,
Upper), Rhat, and Bayes factor (BF10) for the best model.

Term Estimate SE Lower Upper Rhat BF10

Intercept 234.942 16.652 202.957 266.955 1.000 6.675*10^15
Session 73.628 22.396 26.804 116.959 1.000 17.42
BDI.II 94.867 16.083 63.017 126.291 1.000 -1.788*10^17

Note. As all predictors were centered to the mean for analysis, these
coefficients approximate coefficients from simpler models.

Model comparison revealed that the models including an interaction term between the
effect of time (Session) and the effect of the thinking-style (i.e., rumination vs. problem-solving)
were not ranked among the best models according to their WAIC (cf. Table 7.2). However, for
completeness, we report the estimations from the model including an effect of time, an effect
of thinking-style, and an interaction between these two predictors (see Table 7.4).

Table 7.4: Coefficient estimates, standard errors (SE), 95% CrI (Lower, Upper), Rhat,
and Bayes factor (BF10) for the model including an interaction between session and
thinking-style.

Term Estimate SE Lower Upper Rhat BF10

Intercept 236.488 22.112 190.892 279.039 1.000 -5.409*10^17
Session 74.412 22.564 29.742 119.311 1.000 29.09
Thinking mode -9.994 41.535 -91.452 70.568 1.000 0.444
Session x Thinking mode 4.444 41.243 -76.840 88.006 1.000 0.421

Note. As all predictors were centered to the mean for analysis, these coefficients approximate
coefficients from simpler models.

This analysis revealed that both the thinking-style (i.e., rumination vs. problem-solving)
and the interaction between time and thinking-style have a negligible effect on self-reported
state rumination (β = 4.444, 95% CrI [-76.84, 88.006], BF 10 = 0.421). In other words, contrary
to our expectations, the rumination inductionwas not associatedwithmore self-reported state
rumination than the problem-solving induction (althoughmore ruminationwas reported after
induction than before on average).
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CHAPTER 7. EXAMINING THE INVOLVEMENT OF THE SPEECH MOTOR SYSTEM DURING
RUMINATION: A DUAL-TASK INVESTIGATION

7.3.2 Articulatory suppression effects

7.3.2.1 Self-reported state rumination

We then examined the effect of the two motor tasks (gum-chewing vs. finger-tapping) on
both self-reported state rumination (BSRI) and self-reported negative affects (the negative
dimension of the PANAS), while controlling for the amount of verbal thoughts reported by the
participant. Based on our hypotheses, we expected that the model comparison would reveal a
three-way interaction between Session, Thinking-style and the type ofmotor activity. However,
the best model identified by the WAIC model comparison did not include this interaction as a
constant effect (see Table 7.5). Fit of the best model was moderate (R2 = 0.731, 95% CrI [0.595,
0.81]).
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Table 7.5: Comparison of models, ordered by WAIC relative to the best model (i.e., the model with the lowest WAIC).

W AIC pW AIC ∆W AIC W ei g ht

Int +Sessi on 1018.73 29.90 0.00 0.509
Int +Sessi on +T hi nk +Sessi on : T hi nk 1021.05 31.02 2.31 0.160
Int +Sessi on +Motor +V er bal +Sessi on : Motor +Sessi on : V er bal +Sessi on : Motor : V er bal 1021.11 30.37 2.37 0.155
Int +Sessi on +Motor +Sessi on : Motor 1021.37 30.39 2.64 0.136
Int +Sessi on +Motor +T hi nk +Sessi on : Motor +Sessi on : T hi nk +Sessi on : Motor : T hi nk 1024.85 31.25 6.12 0.024
Ful l model 1025.63 32.28 6.90 0.016

Note. pW AIC is the number of effective parameters in the model. Int = Intercept, Ind = Induction, RRSbr o = RRSbrooding, BD I = BDI-II score. All
models include a varying intercept by participant.
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However, because we are interested in estimating the effect of each predictor (and because
the amount of data is very low), we report the estimations from the model including an effect
of time, motor activity, verbality, as well as two-way and three-way interactions between these
predictors. Constant effect estimates for this model are reported in Table 7.6. Based on these
values, it seems that the overall self-reported levels of state rumination did not decrease after
motor activity (β = 0.635, 95% CrI [-37.147, 37.69], BF 10 = 0.183). However, Verbality (i.e.,
the amount of verbal thoughts) was positively associated with state rumination on average
(β = 66.881, 95% CrI [22.796, 109.217], BF 10 = 15.562). Interestingly, the interaction between
session, motor activity, and verbality indicates that a higher amount of verbal thoughts was
associated with a different interaction between session and motor activity (β = 51.38, 95%
CrI [-22.605, 121.105], BF 10 = 0.994). As three-way interaction effects are better understood
visually, we depict this effect in Figure 7.2. This figure shows that higher amounts of verbal
thoughts were associated with lower levels of self-reported state rumination in the chewing
group and higher levels of self-reported state rumination in the finger-tapping group (as we
predicted). However, the estimation of this effect is very uncertain due to the low sample size
(as expressed by the large standard error) and should be therefore considered cautiously.5 The
overall evolution of self-reported state rumination throughout the experiment by condition is
depicted in Figure 7.3.

Table 7.6: Coefficient estimates, standard errors (SE), 95% CrI (Lower, Upper), Rhat and Bayes
factor (BF10) for the best model.

Term Estimate SE Lower Upper Rhat BF10

Intercept 280.608 21.938 236.782 326.934 1.001 1.233*10^16
Session 0.635 18.677 -37.147 37.690 1.000 0.183
Motor activity 47.287 40.932 -38.670 127.281 1.001 0.791
Verbality 66.881 20.789 22.796 109.217 1.000 15.56
Session x Motor activity -7.636 37.318 -80.175 61.706 1.000 0.377
Session x Verbality -6.533 18.272 -42.132 31.731 1.000 0.193
Motor activity x Verbality 38.406 40.512 -43.968 120.877 1.000 0.662
Session x Motor activity x Verbality 51.380 35.435 -22.605 121.105 1.000 0.994

Note. As all predictors were centered to the mean for analysis, these coefficients approximate
coefficients from simpler models.

7.3.2.2 Self-reported negative affects

In addition to the self-reported levels of state rumination after each type of motor activity,
we were also interested in the self-reported levels of state negative affects. More precisely,

5Moreover, the relation between the verbal scale and the change in self-reported state rumination following
the motor activity looks only vaguely linear, which should make us cautious about the interpretation of the linear
estimates.
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Figure 7.2. Interaction between session, motor activity, and verbality. The x-axis represents
the amount of verbal thoughts reported by the participant. The y-axis represents differences
in self-reported state rumination from after the induction to after the motor activity. Dots
represent individual scores.

we expected an interaction between the type of motor activity (chewing vs. finger-tapping)
and the thinking-style (rumination vs. problem-solving). Indeed, as both rumination and
problem-solving are expected to recruit inner speech to some extent, we expected both
thinking styles to be affected by articulatory suppression (i.e., by gum-chewing). Because
rumination is expected to have detrimental effects onmood (assessed via the PANAS score) and
problem-solving is expected to have “less detrimental” effects (in comparison to rumination),
interfering with these thinking styles should reduce their effect on mood. To assess this
effect, we examined the interaction effect between thinking-style and motor activity on the
change in negative affects from baseline to after the motor activity (in other words, on the
baseline-normalised PANAS score). These data are depicted in Figure 7.4.

As previously, we compared several models to examine our hypotheses. Based on our
hypotheses, we expected that the model comparison would reveal a three-way interaction
between Thinking-style and the type of motor activity. However, the best model identified by
theWAICmodel comparison did not include this interaction as a constant effect (see Table 7.7).
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Figure 7.3. Average self-reported levels of state rumination (BSRI sum score) throughout the
experiment, by thinking-style and type of motor activity. Smaller dots represent individual
scores.
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Table 7.7: Comparisonofmodels, orderedbyWAIC relative to thebestmodel (i.e.,
the model with the lowest WAIC).

W AIC pW AIC ∆W AIC W ei g ht

Int 264.71 3.60 0.00 0.408
Int +T hi nk 265.28 4.53 0.57 0.307
Int +Motor 266.39 4.48 1.68 0.176
Int +T hi nk +Motor +T hi nk : Motor 268.73 5.98 4.02 0.055
Int +Motor +V er bal +Motor : V er bal 268.83 5.64 4.12 0.052
Ful l model 274.47 8.31 9.76 0.003

Note. pW AIC is the number of effective parameters in the model. Int = Intercept, Ind

= Induction, RRSbr o = RRSbrooding, BD I = BDI-II score. All models include a varying
intercept by participant.
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However, because we are interested in estimating the effect of each predictor (and because
these analyses are still preliminary), we report the estimations from the full model (i.e., the
model including an effect of thinking-style, motor activity and verbality as well as all possible
interaction effects) in Table 7.8. Based on these values, it seems that self-reported levels of
negative affects increased from baseline to the end of the experiment (β = 2.022, 95% CrI
[0.187, 3.981], BF 10 = 0.928). Moreover, the rumination induction led to a greater increase in
negative affects than the problem-solving induction (β = 1.95, 95% CrI [-1.924, 5.51], BF 10 =
0.327), and the chewing groups also showed a greater increase in negative affects as compared
to the finger-tapping groups (β = 1.08, 95% CrI [-2.621, 4.88], BF 10 = 0.22). Interestingly, the
interaction between thinking-style and motor activity indicates that the effect of the motor
activity on the change in negative affect was different according to the thinking-style (β = 1.335,
95% CrI [-5.688, 8.324], BF 10 = 0.379). As three-way interaction effects are better understood
visually, we depict this effect in Figure 7.4. This figure shows that the effect of the thinking-style
on the change in self-reported state negative affects (i.e., the difference in steepness of the
regression lines) was different according to the type of motor activity, with a stronger effect
of the thinking-style in the finger-tapping condition than in the chewing condition (as we
predicted). However, the estimation of these effects is very uncertain due to the low sample
size (as expressed by the large standard error) and should therefore be considered cautiously.

Table 7.8: Coefficient estimates, standard errors (SE), 95% CrI (Lower, Upper), Rhat, and
Bayes factor (BF10) for the best model.

Term Estimate SE Lower Upper Rhat BF10

Intercept 2.022 0.923 0.187 3.981 1.001 0.928
Thinking-style 1.950 1.892 -1.924 5.510 1.000 0.327
Motor activity 1.080 1.849 -2.621 4.880 1.000 0.22
Verbality 0.809 0.918 -0.958 2.691 1.000 0.138
Thinking-style x Motor activity 1.335 3.500 -5.688 8.324 1.000 0.379
Thinking-style x Verbality 1.405 1.852 -2.167 5.177 1.000 0.249
Motor activity x Verbality 0.847 1.791 -2.916 4.470 1.000 0.214
Thinking-style x Motor activity x Verbality 0.605 3.510 -6.093 7.809 1.000 0.346

Note. As all predictors were centered to the mean for analysis, these coefficients approximate
coefficients from simpler models.

7.4 Discussion

The discussion section will be completed once data are fully gathered and analysed.
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7.5 Supplementarymaterials

Pre-registered protocol, open data, supplementary analyses as well as reproducible code
and figures are available at https://osf.io/8ab2d/.
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Summary of Chapter 7

In this chapter, we extended the experiment from Chapter 6 by comparing the effects
of articulatory suppression (vs. finger-tapping) on rumination and problem-solving,
another (more adaptive) form of repetitive thinking. To overcome the limitations of
the previous experiment, we used a validated scale of state rumination and asked our
participants to use their non-dominant forearm in the finger-tapping condition.We also
made sure that our baseline measurements were not contaminated by any systematic
effect. The data collection for this experiment is still ongoing and given the very low
sample size (around10participants per groupat the timeofwriting),wewill not consider
these results further in the discussion. However, preliminary analyses presented in the
results section suggest that articulatory suppression may indeed interfere with induced
rumination.
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Discussion and perspectives

Several lines of research have suggested that inner speech may recruit speech
motor processes. This work includes introspective and phenomenological studies,
mental chronometry studies, motor interference studies, modelling work as well as

neurophysiological and psychophysiological studies (cf. our short historical review in Chapter
1). However, the involvement of motor processes during inner speech is highly variable
between individuals, tasks, and studies. Therefore, it seems reasonable to assume that inner
speech comes in different varieties that may involve speech motor processes to a variable
extent. We tested this assumption by examining the involvement of the speech motor system
during induced rumination, a negative and repetitive form of inner speech. In addition to
shedding light upon the nature of inner speech, this work may offer new theoretical and
experimental tools to assess the presence and persistence of ruminative thoughts.

8.1 Summary of the results

As argued in Chapter 1, the guiding assumption underlying this work was that (verbal)
rumination may be considered as a form of inner speech, defined as the silent production
of speech in one’s mind. Honouring that assumption, we studied induced rumination with
the tools and methods used to investigate the phenomenon of inner speech. In the first
experimental chapter (Chapter 3), we used surface EMG to assess the predictions of two
competing views of inner speech production. According to the motor simulation view, inner
speech would be similar to overt speech (i.e., it would include full phonological specification
and articulatory planning), except that final execution of the speech actions is inhibited.
Therefore, if articulatory motor planning is part of inner speech, and if partially inhibited
motor commands are sent to the speech apparatus, it should be possible to record peripheral
muscular activation in the speech muscles during inner speech. According to the abstraction
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view, the level of truncation between overt speech and inner speech would be located higher
in the production process, in the sense that inner speech would not include articulatory
features. Therefore, under this view, it is not expected to record peripheral muscular activation
in the speech muscles during inner speech. We observed that the induction of rumination
was accompanied with increased EMG amplitude in all facial muscles (i.e., orbicularis oris
inferior, orbicularis oris superior and frontalis) as compared to rest. It should be noted that
baseline recordings were performed after a relaxation session. We interpreted these findings as
a corroboration of themotor simulation view,with the activity of the speechmuscles increasing
from baseline to after the induction, suggesting that rumination, as a form of inner speech,
may involve the speech motor system. We interpreted the increased activation of the forehead
muscle as a consequence of the negative content of rumination, as the frontalis muscle is
known to be associated with the expression of anger and sadness. Additionally, in the second
part of this experiment, we observed that a relaxation focused on the speech muscles was
slightly more efficient than a relaxation focused on the arm in reducing self-reported state
rumination.However, a few important limitations areworth keeping inmindwhen considering
these results. First, as we did not have any control group for the rumination induction, it is
problematic to attribute the observed effects to the rumination induction only.1 Second, and
related to our first point, the dissociation between the activation of the lip muscles and the
foreheadmusclemaynot be that straightforward. Indeed, itmight be that the activation of both
siteswas related to rumination as a formof inner speech, or that the activity of all facialmuscles
was related to negative affects only. This point echoes and strengthens the recommendations
made by Garrity (1977) and discussed in Box 1.2.

To tackle these limitations, in Chapter 4, we sought to examine the differences between
different forms of induced rumination, that should theoretically involve the speech motor
system to a different extent. We compared the EMG orofacial correlates of either verbal
rumination or non-verbal (visual) rumination.Unfortunately, self-reports of themodal content
of the ruminative thoughts showed that our induction did not succeed in inducing rumination
in different modalities. However, even when exploring the (a posteriori) relation between
the modality of the ruminative thoughts and the facial EMG correlates, we failed to find the
predicted relation. Put simply, verbal rumination was not associated with more activity in
the speech muscles than visual-dominant rumination. Moreover, comparing two types of
relaxation (as in Chapter 3) revealed that, in contrast to previous results, the arm relaxation
was slightlymore efficient than the orofacial relaxation in reducing state rumination. Averaging

1More precisely, concluding p on the basis of q would be committing the “affirming the consequent” fallacy,
known formally as p→q,q

∴p . In other words, observing q is insufficient to conclude p because q might have been
observed for other reasons than p. In our situation, the EMG amplitude might have increased for other reasons
than the rumination induction. For instance, it might be that the EMG amplitude was higher after induction
only because we compared muscular activity after induction to a relaxation period (which might show a lower
than usual level of muscular activity). Alternatively, the increase in EMG amplitude might be due to the fact
that participants were doing something, in opposition to doing nothing (i.e., this increase may not be specific
to rumination).
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the relaxation results from these two first studies revealed that both relaxation types have a
similar effect on state rumination. These results therefore suggest that verbal rumination is not
specifically accompanied with peripheral muscular activity in the speech muscles, compared
with visual-dominant rumination. However, it is unclear whether this result is due to a poor
sensitivity of the surface EMG measurements or to the fact that rumination is a form of inner
speech that does not involve the speech motor system.

In Chapter 5, we sought to resolve that ambiguity by examining the reliability of our
EMG measurements to detect peripheral muscular activity during inner speech production.
To this end, we asked participants to produce two lists of nonwords, that were designed to
induce either a strong activation of the lip muscles or a strong activation of the zygomaticus
major muscle. We recorded the EMG amplitude of several facial muscles (including the
orbicularis oris inferior and the zygomaticus major) during the production of these nonwords
in inner speech, overt speech, and during the listening of these nonwords. First, contrary to
expectations, even in the overt mode, nonwords containing spread lip phonemes (e.g., /i/)
did not result in more EMG activity in the zygomaticus major region than nonwords without
spread phonemes. Similarly, nonwords with lip protrusion did not result in more EMG activity
in the orbicularis oris inferior region than non-rounded nonwords. This finding suggests that
surface EMG is not precise enough to obtain direct muscle activity. Based on previous results
in the literature, we hypothesised that surface EMG may be used to discriminate the content
(here, the class of nonword) produced in inner speech. However, an automatic classification
revealed that although we were able to discriminate content produced in overt speech, we
were not able to discriminate the content produced in inner speech based on surface EMG
measurements. This result stands in contrastwith previous historical results but alsowithmore
recent results obtained by other teams. However, crucial differences between other studies
and ours include differences in the material used (e.g., surface vs. intramuscular recordings),
the population (e.g., children vs. adults), or the general methodology (e.g., hypothesis testing
vs. classification and optimisation). Despite this surprising result and the failure of the surface
EMG methodology to “decode” the content of inner speech, the abundance of positive results
in the literature still speaks in favour of the peripheral muscular components of inner speech
and that it is possible to assess it using surface EMG. In order to avoid the potential limitations
of EMG recordings, we shifted in the second part of the present work to another strategy in
examining the role of motor processes in rumination. More precisely, instead of recording
peripheral muscular activation of induced rumination, we tried to directly interfere with the
speech motor system to check whether this would affect verbal rumination.

In Chapter 6, we set up a critical test of the motor simulation view of inner speech (and
rumination). Indeed, if the involvement of the speech motor system is necessary during
inner speech and rumination, then a disruption of the speech motor system should disrupt
(or impair) the production of inner speech (and rumination). To examine this idea, we
compared the effects of an articulatory suppression task to a finger-tapping task, following
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a rumination induction, on the levels of self-reported state rumination. Our results suggest
that self-reported state rumination decrease after both motor activities, with only a slightly
stronger decrease following articulatory suppression, suggesting that ruminationwould not be
a form of inner speech that would crucially depend on the activity of the speech motor system
(it does not mean that the speech motor system may never be involved in rumination, only
that its involvement may not be necessary). However, some important limitations make the
interpretation of these results delicate. First, there were important differences between the two
groups (i.e., articulatory suppression vs. finger-tapping groups) at baseline, possibly due do
the rhythmic training proposed before baseline measurements. Second, the measure of state
rumination consisted in one single non-validated scale (already used in Chapter 3) and may
not be a reliable index of state rumination. Third, as in Chapter 3, there was no control group
to the rumination induction and any effect following to the rumination induction may not be
specifically attributable to the rumination induction. Fourth, there is someevidence suggesting
that finger-tapping (with the dominant hand) may also perturb speech motor planning and
may therefore not be the best control condition to articulatory suppression. We sought to
overcome these limitations in the last empirical chapter.

Finally, in Chapter 7, we extended the experiment from Chapter 6 by comparing the
effects of articulatory suppression (vs. finger-tapping) on rumination and problem-solving,
another (moreadaptive) formof repetitive thinking. Toovercome the limitationsof theprevious
experiment, we used a validated scale of state rumination and asked our participants to use
their non-dominant forearm in the finger-tapping condition. We also made sure that our
baseline measurements were not contaminated by any systematic effect. The data collection
for this experiment is still ongoing and given the very low sample size (around 10 participants
per group at the time of writing), we will not consider these results further in the present
discussion. However, preliminary analyses presented in the results section of Chapter 7 suggest
that articulatory suppression may indeed interfere with induced rumination.

8.2 Theoretical implications of the results

8.2.1 Epistemological interlude

In order to fully apprehend the theoretical implications of these results, it might be useful
to first clearly articulate the logical argument elaborated throughout the present work. In the
first part (the EMG studies presented in Chapter 3 and 4), the logical argument was as follows:
if verbal rumination is a form of inner speech, then rumination should be accompanied
by peripheral muscular activity in the speech muscles. However, going from the substantive
hypothesis (verbal rumination is a form of inner speech) to the experimental prediction
(i.e., connecting theory to observations) actually requires the use of auxiliary hypotheses or
assumptions. Elucidating these auxiliary assumptions, the actual logical argument from the
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first part can be restated as follows:2

• Theoretical assumption (T ): Verbal rumination is a form of inner speech

– Auxiliary hypothesis 1 (A1): Some forms of inner speech involve the motor
simulation of speech production

– Auxiliary hypothesis 2 (A2): The simulation mechanism recruits neural networks
engaged in (overt) execution

– Auxiliary hypothesis 3 (A3): Themotor commands generated during simulation are
only partially inhibited

– Instrumental hypothesis 1 (I1): Surface electromyography is a reliable tool to
peripherally record partially inhibited motor commands

– Ceteris paribus clause (Cp ): We assume there is no other factor exerting an
appreciable influence that could obfuscate the main effect of interest

• Prediction: Induced rumination should be accompanied by peripheral muscular activity
(EMG traces) in the speech muscles

In other words, we say that if the ensemble of premises p (i.e., the conjunction of the
theoretical assumption, auxiliary hypotheses, etc.) is true, it should follow that q is true.
Therefore, stating p suffices to conclude q (modus ponens), that is, p entails q . To be even
more precise, when we test a theory predicting that if O1 (some experimental manipulation or
predictor variable), then O2 (some observation or measured variable), what we actually say is
that this relation holds if and only if all the conjuncts above are true. Thus, the logical structure
of an empirical test of a theory can be described as the following conceptual formula (e.g.,
Meehl, 1990, 1997):

(T ∧ A1 ∧ A2 ∧ A3 ∧ I1 ∧Cp ∧Cn) → (O1 ⊃O2)

where the “∧” are conjunctions (“and”), the arrow “→” denotes deduction (“follows that
…”), and the horseshoe “⊃” is the material conditional (“If O1, Then O2”). At is a conjunction
of auxiliary theories, Cp is a ceteribus paribus clause (i.e., we assume there is no other factor
exerting an appreciable influence that could obfuscate the main effect of interest), I1 is an
auxiliary theory regarding instruments, and Cn is a statement about experimentally realised
conditions (i.e., we assume that there is no systematic error/noise in the experimental settings).

In other words, we imply that a conjunction of all the elements on the left-side (including
our substantive theory T ) does imply the right side of the arrow, that is, “if O1, then O2”. From
there, observing q (where q represents the right-side of the above formula) does not allow
inferring p (affirming the consequent fallacy) but not observing q (¬q) allows inferring not p

2We recognise that this formulation may still be incomplete as some additional auxiliary or instrumental
hypotheses may still be incorporated in order to draw a more exhaustive picture of the argument.
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(¬p) via the modus tollens. However, not observing q does not permit to refute the substantive
hypothesis T alone. Rather, not observing q only allows for the refutation of p, the conjunction
of all elements described above (i.e., T ∧ A1 ∧ A2 ∧ A3 ∧ I1 ∧Cp ∧Cn). Put formally, negating
the conjunction is logically equivalent to stating a disjunction of the conjuncts (i.e., either one
or the other of the conjuncts is false; Meehl, 1990). Therefore, not observing q only allows for
a refutation of p to an extent that is function of the (im)plausibility of the other conjuncts in
p (i.e., A1, A2, A3, I1, Cp and Cn). To sum up, failing to observe a predicted outcome does not
necessarily mean that the theory itself is wrong, but rather that the conjunction of the theory
and the underlying assumptions at hand are invalid (Lakatos, 1976; Meehl, 1990, 1997).

Similarly, the logical argument from the second part (i.e., the relaxation experiments
presented in Chapter 3 and 4 as well as the articulatory suppression studies presented in
Chapter 6 and 7)was of the following form: if verbal rumination is a formof inner speech, then,
a disruption of the speech motor system should disrupt rumination. Again, this argument may
be restated in a more detailed form as follows:

• Theoretical assumption (T ): Verbal rumination is a form of inner speech

– Auxiliary hypothesis 1 (A1): Some forms of inner speech involve the motor
simulation of speech production

– Auxiliary hypothesis 2 (A2): The simulation mechanism recruits neural networks
engaged in (overt) execution

– Ceteris paribus clause (Cp ): We assume there is no other factor exerting an
appreciable influence that could obfuscate the main effect of interest

• Prediction: A disruption of the speech motor system should disrupt rumination

In other words, using the same reasoning as before, we say that not observing q only
counts as a refutation of T to an extent that is function of the (im)plausibility of the other
conjuncts in p. The question remains to know how we could assess the plausibility of each
conjunct in order to examine the validity of the substantive hypothesis. Interestingly, Strevens
(2001) discusses a Bayesian solution to this problem (known as the Duhem-Quine problem
in philosophy of science). Reformulating the problem as one of assigning “credit or blame to
central hypotheses vs. auxiliary hypotheses” (Gershman, 2019), Strevens suggests a Bayesian
framework for confirmation. Let h denotes the substantive hypothesis, a denotes the auxiliary
hypothesis (the reasoning can be generalised to multiple auxiliary hypotheses), and d denote
the data. After observing the data d , the prior probability of the conjunct ha (i.e., p(ha)) is
updated to the posterior distribution p(ha|d) according to Bayes’ rule:

P (ha|d) = P (d |ha)P (ha)

P (d |ha)P (ha)+P (d |¬(ha))P (¬(ha))
,
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where p(d |ha) is the likelihood of the data under ha, and ¬(ha) denotes the negation of
ha. From there,marginalising over all possible auxiliary hypotheses, the sumrule of probability
allows us to obtain the updated belief about the substantive hypothesis:

P (h|d) = P (ha|d)+P (h¬a|d).

Similarly, the marginal posterior over the auxiliary is given by:

P (a|d) = P (ha|d)+P (¬ha|d).

To sum up, although failing to observe an outcome predicted by a substantive theory cannot
count as a strict falsification of that theory, a Bayesian confirmationist framework permits
to assess the plausibility of each conjunct separately and to guide the rational updating of
knowledge in the light of incoming data (for more details, see Gershman, 2019; Strevens, 2001).
In the next section, we revisit our results, keeping these concepts inmind, in order to assess the
plausibility of each conjunct and the evolution of these plausibilities throughout the data we
accumulated in our work.

8.2.2 Re-reading our results

What is the role of speechmotor processes in rumination? This question can be reframed as
follows: what is the role of speech motor processes in inner speech production and how does
this role vary across the different varieties of inner speech? Are some forms of inner speech
always/never motoric? As suggested in the previous discussion, assessing such theoretical
issues requires considering and weighing the plausibility of auxiliary assumptions used to
connect theoretical statements to empirical predictions.Oneof themajor assumptionswehave
made in the first part of the presentwork (the EMG studies) was that surface EMGwas a reliable
way of examining inner speech production. What is the plausibility of that assumption?

As reviewed in Chapter 1, many studies have shown that it is possible to use (both surface
and intramuscular) electromyography to “decode” the content of inner speech, although
some studies failed to do so. However, results from EMG studies of inner speech come in
different flavour of persuasiveness depending on the strictness of their experimental protocol.
As discussed previously, themost convincing studies are the one showingmuscle-specific EMG
correlates of inner speech production (e.g., McGuigan & Dollins, 1989; McGuigan & Winstead,
1974). Most of these studies involve multiple recordings per participant and per stimulus,
providing a high sensitivity to these EMG measurements. In contrast to these studies, least
convincing studies include the ones showing a general (i.e., non-specific) increase in facial
muscular activity from rest to the condition of interest, as this increase may be due to many
other factors than inner speech production per se (cf. our discussion in the last section but
also in Chapter 1 and Chapter 5). The latter type of study usually focuses on more ecological
occurrencesof inner speech, suchas theproductionof fully formed sentences, poemrecitation,
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or the occurrence ofmaladaptive forms of inner speech (e.g., AVHs or rumination). One crucial
difference betweenEMGstudies of lower-level inner speech studies (like the onewe carried out
in Chapter 5) and the EMG studies of more naturalistic forms of inner speech (like the one we
carried out in Chapter 3) is the ability to repeat measurements. Indeed, whereas it is relatively
easy to obtain several repetitions of multiple vowels or syllables for a given pool of participant,
it is experimentally more arduous to repeat the measurement of more complex forms of inner
speech such as AVHs or rumination. As a consequence, and given that the sensitivity of our
EMG measures was already insufficient to decode inner speech in the experiment reported in
Chapter 5, itmight be that the sensitivity of surface EMGwas also too low to detect the presence
of rumination as a form of inner speech (as observed in Chapter 3 and Chapter 4). Importantly,
wemean that the sensitivity of surface EMG is too low to detect the presence of rumination as a
form of inner speech. It does not mean that surface EMG cannot be used to assess the presence
of rumination (e.g., focusing on the activity of the frontalis or any other facialmuscle), only that
the changes in EMGamplitude cannot be attributed to speechmotor processes per se (because
they seemnot to bemuscle-specific and not to be specific to the verbal content of rumination).
To sum up, although surface EMG measurements may be used to assess the content of inner
speech production (in sufficiently well powered experimental designs), it might not be used
to assess the presence of more naturalistic and uniquely (i.e., on a single occasion) occurring
forms of inner speech. To put it in otherwords, although our instrumental assumption I1 about
the reliability of EMG measurements may be valid in well-powered designs, it may not be valid
in EMGstudies of rumination (whichmay impede the ability to test our substantive hypotheses
regarding the role of motor processes in inner speech and rumination). We shall now examine
the results from the second part of the thesis, in which we directly tried to interfere with the
speech motor system during rumination.

Results from this second part include the results from the relaxation experiments reported
in Chapter 3 and 4 as well as the articulatory suppression study presented in Chapter 6 (as
discussed previously, wewill not consider the preliminary results fromChapter 7). As discussed
in section 8.1, the combined results from the relaxation experiments presented in Chapter 3
and 4 suggest that a relaxation focused on the orofacial area was not more efficient than a
relaxation focused on the non-orofacial (brachial) area. This observation is interesting inmany
ways. First, it highlights the need for replication. Indeed, based on the results from Chapter 3
only, we would have concluded that state rumination could be reduced via targeted relaxation.
Reciprocally, based on the results from Chapter 4 only, we would have concluded that state
rumination could be reduced by relaxation focused on the arm. It is only the combined
consideration of both results that allowed us to observe this null effect. Second, it shows that
although relaxation may decrease state rumination, the effect of relaxation is not specific
to speech motor processes (both types of relaxation were equally effective, on average, in
reducing state rumination).3 These results suggest that the activity of the speech motor system

3These resultsmay also be interpreted by saying that the non-specific relaxation (i.e., relaxing thewhole body)
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is not necessary for experiencing rumination (it does not mean that the activity of the speech
motor system does not play a role at all), as state rumination was not differentially affected by
manipulation of the facial vs. body motor system. This observation is coherent with previous
results, showing that a “passive” peripheral disruption of the speech motor system (e.g., via
anaesthesia) does not disrupt inner speech. In complement to these experiments, we used
articulatory suppression in Chapter 6 to directly interfere with the speechmotor systemduring
rumination. This operationalisationmaydiffer from the relaxation experiment in the sense that
it requires the participant to actively plan speech motor actions. Therefore, we consider this
as an “active” peripheral disruption of the speech motor system. Results from this study are
difficult to interpret however, for the reasons already mentioned in Chapter 6 and section 8.1.
However, these results suggest that articulatory suppression was only slightly more efficient in
reducing state rumination thanfinger-tapping. This results again corroborates the idea that the
activity of the speechmotor system is not necessary for experiencing rumination (although this
conclusion shouldbe further confirmedor contradictedby thedata collected in the experiment
from Chapter 7).

Overall, these results suggest that rumination does not necessitate the activity of the speech
motor system (as it seemed not to be associated with specific activity in the speech muscles
and as it seemed not to be more strongly affected by articulatory suppression than manual
suppression). In the next sections, we discuss the implications of these results for theories of
inner speech and rumination and suggest ways forward from an experimental perspective.

8.2.3 Implication of these results for inner speech theories

How could it be that some forms of inner speech involve the speech motor system to an
extent that is quantifiable using surface EMG whereas some others forms (e.g., rumination)
do not? This question can be approached from different perspectives and at different levels
of explanation. As discussed in Chapter 1, Vygotsky’s model of inner speech development and
Fernyhough (2004)’s extended four-level model suggest that inner speech may be expressed
with different degrees of “externalisation”, from condensed inner speech to expanded inner
speech. These forms of inner speech are situated on a continuum and it seems legitimate to
assume thatmore expanded forms of inner speech recruit the speechmotor system to a greater
extent than more condensed forms of inner speech. This idea is supported by many studies
showing a progressive externalisation of inner speech under cognitively demanding situations
(e.g., Sokolov, 1972). However, thesemodels donot stipulate how the involvement of the speech
motor system is regulated. What mechanism(s) may explain the differences in the degree of
involvement of the speech motor system during inner speech production?

As discussed previously, Sokolov (1972) also observed that the “externalisation” of inner
speech4 was a function of the novelty of the task and of the degree of automaticity. How

was also interfering with speech motor processes and with rumination.
4By “externalisation” we mean here the degree to which inner speech recruits the speech motor system, with
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could the difficulty, novelty, and automaticity of the task influence the externalisation of inner
speech? We already outlined some possible answers to this question in Chapter 1. According to
Cohen (1986), the presence of motor activity during inner speech may be interpreted in terms
of attentional sharing. For instance, cognitively demanding situations (e.g., novel or difficult
tasks) arguably require greater amount of attention to be performed. In these situations, the
vividness of inner speech percepts could be strengthened by increasing the speech motor
activity, resulting in more salient auditory percepts. Alternatively, the greater externalisation of
inner speech in cognitivelydemanding tasksmaybe restated in themotor control frameworkby
postulating that lower amount of inhibition will be applied to block motor commands during
inner speech, resulting in higher levels of motor activity (and also arguably more vivid inner
speech percepts). These two explanations are not incompatible and as discussed previously,
themodulation of the amount of inhibition provides amechanism throughwhich inner speech
percepts are reinforced (or not).

How does this fit with our results and with rumination more specifically? As we will
argue, rumination can be considered as a mental habit, that is, a mental process that became
automatic by repetition (cf. our more detailed discussion in the next section). As discussed
in section 1.2.3, the peripheral muscular activation often observed during motor imagery and
inner speech may be attributed to (the consequences of) partially inhibited motor commands
(i.e., to residual movements). Therefore, variations in the amount of peripheral muscular
activity recorded during inner speech production may be attributed to variation in the amount
of inhibition applied to motor commands issued during inner speech production. Thus,
rumination, may be considered as a strongly internalised form of inner speech that does not
recruit the speech motor system (in other words, the motor commands that emitted during
this form of inner speech are greatly inhibited). However, it is still unclear what exactly these
inhibitory mechanisms are (e.g., what kind of inhibition are we talking about, MacLeod, 2007;
how and when these mechanisms are implemented, cf. Guillot et al., 2012a) and elucidating
the inhibitory mechanisms underlying inner speech production will be the focus of one of our
future research projects.

Anotherpossibility is thatmoreautomatic formsof inner speechmay relymoreonassociate
memory-based processes whereas less automatic (more intentional or deliberate) forms of
inner speechmay relymore on simulation (or emulation)mechanisms (cf. themodel proposed
in Lœvenbruck et al., 2018). Why would that be the case? Automatic forms of inner speech
(e.g., poem recitation)–but alsomore general forms ofmotorhabits– are developed through the
repeated learning of the association betweenmotor commands and the sensory consequences
of these motor commands. Through repeated learning, these actions become automatic. By
automatic, we mean that these actions i) can be executed without awareness of the action
being executed, ii) can be initiatedwithout awareness or deliberate attention, iii) can be evoked
automatically by stimuli in the environment, without deliberately orienting the attention to it,

fully externalised speech corresponding to ordinary overt speech production.
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and iv) are said to be automatic if they can be performed without interfering with other tasks
(Norman & Shallice, 1986). In contrast, we may speculate that novel (unusual) motor actions,
to be imagined, need to go through the simulation/emulation mechanism. This idea could be
tested experimentally by creating habits (via learning) of different words and comparing their
EMG traces or by assessing their “suppressibility” by articulatory suppression (see for instance
Saeki, Baddeley, Hitch, & Saito, 2013). In other words, the motor imagery (or inner speech) of
novel versus known material would be underpinned by different processes that would involve
the motor system to a different extent. This distinction echoes Pickering & Garrod (2013)’s
distinction between the prediction-by-association and prediction-by-simulation mechanisms
in languageperceptionandcomprehension. They suggested that theprediction-by-association
mechanism relies more on perceptual sensory experiences and domain-general cognitive
abilities (such as memory) whereas the prediction-by-simulation mechanism would rely more
simulation of the motor action leading to the speech auditory percept. These two mechanisms
may be used conjointly and weighed differently according to the task that is performed. The
question remains to knowhow thisweighting is performed.Wemay speculate that for each task
to be performed, an astute test is first performed (for instance based on familiarity), in order to
determine whether the action to be performed is novel or not, and whether its consequences
should be retrieved from memory (or inferred via associative mechanisms) or whether they
should be simulated/emulated. In the former case, no peripheralmuscular activity is expected,
whereas in the latter case, the speechmotor systemwould be involved in simulating/emulating
the corresponding overt action. For simulated/emulated actions, the motor consequences
of partially inhibited motor commands (i.e., small residual movements) could be recorded
peripherally using surface electromyography (cf. also themotor simulation vs.direct simulation
(memory retrieval) distinction in Tian & Poeppel, 2012).

Moreover, as discussed in section 1.2.2, there is currently a debate as to the best architecture
to model the control of motor actions, and this debate could be extended to inner speech
production. More precisely, Pickering & Clark (2014) made a distinction between two types
of architectures, differing by the place forward models play in these architectures. First, in
auxiliary forwardmodels (AFM), forwardmodels are considered as “special-purposeprediction
mechanisms implementedby additional circuitry distinct fromcoremechanismsof perception
and action”. Second, in integrated forward models (IFM), forward models “lie at the heart of all
forms of perception and action” (Pickering & Clark, 2014). In other words, forward models are
thought to be additional internal models specifically developed for the purpose of emulating
motor actions (AFM) or the emulation and prediction function is thought to be realised by the
samemechanisms that handle the production ofmotor actions (IFM). Relatedly, Friston (2011)
argued for an IFM architecture and showed how motor control can be formalised in a Bayesian
predictive framework, where optimal control can be seen as (active) inference. In thesemodels,
there would be no need for an inverse model, because the inverse model can be replaced by a
Bayesian inversionof the forwardmodel. According toFriston (2011), “Active inference eschews
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the hard inverse problem by replacing optimal control signals that specify muscle movements
(in an intrinsic frame) with prior beliefs about limb trajectories (in an extrinsic frame)” (p.491).
In this kind ofmodel,motor commands are replaced by top-down (proprioceptive) predictions
that drive the adjustment of themotor plant (i.e., that producemovements). This idea is similar
to perceptual inference in sensory cortices, where descending connections convey predictions
whereas ascending connections convey prediction errors (Adams, Shipp, & Friston, 2013).
These descending signals are themselves predictions of proprioceptive consequences andmay
therefore play the role of a corollary discharge (without resorting to an inverse model). This
is an interesting proposal, as most of the evidence supporting the role of an efference copy
during inner speech production (e.g., Ford & Mathalon, 2004; Tian et al., 2018, 2016; Tian &
Poeppel, 2010, 2012; Whitford et al., 2017) is actually evidence for the presence of a corollary
discharge (leading to sensory attenuation)more than evidence for an efference copyper se. The
idea that an inverse model may not be necessary for modelling and explaining inner speech
production is also found in Wilkinson & Fernyhough (2017), who suggested that inner speech
production could be modelled in a predictive processing framework (for an introduction, see
Clark, 2013). The need for an inverse model (or not) might be assessed in several ways. For
instance, Pickering&Clark (2014) suggested to look fordoubledissociations. Indeed, if there are
distinct forwardand inversemodels, lesions (patientor temporary lesion studies) to the forward
model shoulddisrupt the ability to correctmovements online or to learnnewmovements, but it
should not preventmovements to be executed. In contrast, in an IFMaccount, all these abilities
should be disrupted by a lesion to the forward (generative)model. Such an empirical test would
be crucial in deciding between AFM and IFM architectures and might lead to a revision of
current models of motor control.

To sum up this section, our results suggest that some forms of inner speech (e.g.,
rumination) may not necessitate neither be specifically associated with an activity of the
speech motor system. More precisely, because rumination can be considered as a mental
habit and be evoked automatically (i.e., it can start without deliberation) by contextual
emotional cues (for instance), it may not recruit the speech motor system to the same extent as
deliberate inner speechdoes.We suggested two (non-exclusive) interpretations of these results.
First, the amount of inhibition applied to motor commands emitted during inner speech
production (and during other forms of motor imagery, more generally) may be modulated by
characteristics of the task (e.g., perspective, type of motor imagery, novel or familiar content)
andby individual characteristics (e.g., expertise). Second, automatic or “habitual” inner speech
would differ from deliberate expanded inner speech in that different processes would underlie
their production. The former would rely more on associative memory-based processes (with
no or lesser involvement of the speech motor system) whereas the latter would rely more on
simulation/emulation mechanisms (with a greater involvement of the speech motor system).
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8.2.4 Implication of these results for rumination theories

One of the most noticeable property of ruminative thoughts is their repetitiveness.
Everyone knows the feeling of being trapped in a chain of endless recurring thoughts.Moreover,
the initiation of rumination is often automatic (cf. our previous discussion of the meaning
of automatic in this context). In Chapter 1, we briefly presented the habit-goal framework
of depressive rumination introduced in Watkins & Nolen-Hoeksema (2014). This theoretical
framework provides an elegant integration of accounts explaining how rumination starts and
how it is maintained. It is built on the idea that rumination could be considered as a mental
habit (Hertel, 2004).More formally, in conditioning theories, a habit is formedwhen a response
is repetitively associated with a stimulus (and when this association is reinforced). In other
words, a stimulus-response (S-R) habit is learnt when some behaviour is contingent on some
stimulus. Importantly, habits are automatic behaviours: they lack awareness, they are mentally
efficient and are often difficult to control. Moreover, as habits are usually slow to learn, they
are also slow to unlearn (i.e., they are relatively stable over time). The habit-goal framework
considers rumination as a form of habitual response to goal-state discrepancies that occur
frequently and repetitively in the same emotional context (i.e., depressed mood). Put simply,
rumination can be considered as a habitual response (behaviour) to an emotional context
(depressed mood). Therefore, this framework permits to explain how rumination, while being
originally triggered by state-goal discrepancies, might become independent of these goals
through repetition of this association. After learning, rumination might simply be “evoked”
by contextual cues (e.g., negative mood). This would partially explain why rumination, as a
habitual response, is particularly difficult to interrupt. As discussed in the previous section,
considering rumination explicitly as a form of habit also permits to explain why rumination
can be considered as a form of inner speech that does not involve the speech motor system.
Therefore, our results do not contradict the habit-goal framework of depressive rumination.

According to consensual models of inner speech development and production, different
forms of inner speech seat on a continuum from condensed inner speech to expanded
inner speech (and to overt speech). This continuum is often discretised and discussed in
terms of several levels such as “condensed inner speech” and “expanded inner speech” (e.g.,
Fernyhough, 2004), although condensation might be more precisely described as a continuous
dimension (e.g., Grandchamp et al., 2019). As discussed previously, it is usually assumed that
more internalised5 forms of inner speech are also more condensed. These forms of inner
speech are structurally different from overt speech or expanded inner speech as they contain
more abbreviation, are more predicative, and so on (cf. section 1.2.1.2). Therefore, based
on our conclusion that verbal rumination is neither necessarily nor specifically associated
with activity in the speech muscles, we expect rumination to be similar to other forms of
condensed inner speech and to show similar structural properties. How could this hypothesis

5We use “internalised” here to mean the opposite of “externalised” in the way we used it a few pages before,
that is, a form of inner speech that does not recruit the speech motor system.
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be examined? It is tempting to look into think-aloud protocols, where participants are asked
to think aloud during some task. For instance, Lyubomirsky, Tucker, Caldwell, & Berg (1999)
examined the phenomenology of ruminative thoughts by asking participants to “ruminate
outloud”. They observed that rumination is generally associated with an overly negative
tone, increased self-criticism and self-blame, reduced confidence, optimism, and perceived
control. Although this kind of protocol may be suitable to examine the emotional content of
“outloud rumination”, it is not appropriate to examine the syntactical properties of rumination,
as outloud rumination is expected to differ significantly from silent rumination. Indeed,
as highlighted by Fernyhough (2004), classical models of inner speech development and
production postulate that the specified levels do not only represent stages of development
but also determine possible movements between levels during production. More precisely,
externalising inner speech leads to a “re-structuration” of inner speech (or a “reconstruction”,
cf. Sokolov, 1972), continuously replacing the properties of condensed inner speech by the
properties of overt (private) speech. In other words, it is not possible to observe outloud
rumination to examine the properties of silent rumination, as externalising rumination is
expected to change the properties of rumination. Another possibility is to rely more on the
self-reports of participants trained to identify the syntactical properties of their (ruminative)
thoughts (e.g., Hurlburt et al., 2013; Smadja, 2019). Complementary information may also
be gathered by combining several sources of neuroimaging and psychophysiological data to
identify biological markers of the different forms of inner speech (e.g., Grandchamp et al.,
2019).

So far,wehave considered rumination as a habit anddiscussedhow this view could account
for our results. However, our results are about induced rumination, that is, rumination induced
by some experimental manipulation (in contrast to automatically evoked naturally occurring
rumination). Does not that contradict the interpretation of our results as a corroboration of the
habit-goal framework of depressive rumination? It is possible that the properties of rumination
we inferred from our results do not generalise well to naturally occurring rumination. We
think there are good reasons to think otherwise, and we suggest that our above discussion also
apply to naturally occurring rumination (and not only to induced rumination). For instance,
if rumination can be described as a habit, we know that it is generally possible to induce a
habit, if only by presenting the appropriate contextual cues (i.e., the cues that usually trigger
the habit). Therefore, a rumination induction can be seen as an artificial6 cue created in the
lab specifically to trigger rumination. Once rumination has been triggered, we have no reason
to think that induced rumination and naturally occurring rumination differ substantially with
respect to the properties of habits that we are interested in here (e.g., automaticity).

Having clarified this point, one important question remains.What does viewing rumination
as a mental habit entail for psychotherapies targeting rumination? This view suggests that

6By “artificial”, we mean here that the cues triggering rumination have been specifically developed in
laboratory settings to induce rumination.
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focusing on changing beliefs, attitudes or intentions will not be effective in changing habitual
behaviours such as rumination (Watkins & Nolen-Hoeksema, 2014). Instead, Wood & Neal
(2007) have proposed to provide patients with “concrete tools for controlling habit cueing”
(p.860). In other words, providing tools that may be used to alter or avoid exposure to the
cues that trigger rumination. For instance, if rumination is associated with cues that occur in
a certain location, changing it is hypothesised to interrupt rumination. However, removing the
context inwhich ruminationappearsdoesnot change thecontext-responseassociation leading
to rumination. Therefore, as soon as this context reappears (e.g., depressivemood), rumination
may reappear. More robust interventions should then target the context-response association
itself. Hertel (2004) suggested that the best way to overcome mental habits is not to merely
oppose them through controlled procedures (e.g., cognitive control) but to train new habits
through controlled practice: “In short, the best antidote to maladaptive habits is a new set of
habits” (p. 209). To put it simply, the unhelpful contextual response (e.g., rumination) needs to
be replaced with a more helpful response, in order to create a (more adaptive) new habit. Such
an intervention would require i) identifying the triggering cue and ii) replacing the unhelpful
response (rumination) by a more adaptive and incompatible one (e.g., concrete thinking,
relaxation). As suggested by Watkins & Nolen-Hoeksema (2014), these directions suggest
that classical cognitive behavioural therapies or cognitive bias modification approaches to
change negative biases or challenge thoughts will not be effective unless these strategies are
implemented as an alternative to rumination (as a new habit). Overall, considering rumination
as a mental habit is conceptually fruitful as it opens new possibilities for the understanding
and care of rumination. Future research could relate the vast literature on the computational
modelling of habit developmentmaintenance in the brain (e.g., Daw,Niv, &Dayan, 2005;Dolan
& Dayan, 2013; FitzGerald, Dolan, & Friston, 2014) with the development and maintenance of
rumination.

8.3 Methodological limitations and ways forward

As always, several limitations are worth keeping in mind when reading the present
discussion. Most obviously, we restricted ourselves in recruiting samples of undergraduate
students in Psychology at Univ. Grenoble Alpes (France) and Ghent University (Belgium).
Moreover, as discussed in Chapter 3, we almost exclusively recruited female participants, as
they are known to be more prone to rumination than male participants (Johnson & Whisman,
2013). Although these choices facilitated the recruitment of participants, they obviously
constrained the generalisability of our findings. Moreover, we only recruited populations
of WEIRD participants, that is, western, educated, industrialised, rich and democratic
participants (Henrich, Heine, & Norenzayan, 2010), which is a threat to external validity. These
issues could be avoided (or reduced) by relying more in future studies on modern large-scale
collaboration networks such as StudySwap (Chartier et al., 2016) or the Psychological science
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accelerator (Moshontz et al., 2018).
In continuationwith validity concerns, Flake& Fried (2019) coined the termof questionable

measurement practices (echoing the questionable research practices introduced by Simmons,
Nelson, & Simonsohn, 2011) to designate the degrees of freedom a researcher has in choosing
how to measure a psychological construct of interest (a freedom that may lead to v-hacking,
the validity analogous of p-hacking; Hussey&Hughes, 2018). They identify several problematic
measurements practices (such as creating on-the-fly scales) and propose a set of questions to
recognise and to avoid these practices (e.g., what is your construct? why do you select your
measure?). Importantly, they suggest that on-the-fly scales should only be used if these scales
underwent validity checks and the researchers report these checks (or the absence thereof).
These issues are important for the present work as we used several on-the-fly scales that,
admittedly, did not undergo proper psychometric validation checks. For instance, the scales
used to assess state rumination in Chapter 3 and 6 were created by our team and did not go
through classical validation procedures (the French version of the BSRI used in Chapter 4 was
not validated at the timeof the study but is currently undergoing a validationprocedure). These
poor methodological choices may be explained by the lack of satisfactory measures of state
rumination at the beginning of the present investigation. This lack has been filled recently
with the development of the BSRI (Marchetti et al., 2018), a scale that we used to assess state
rumination in our most recent study (discussed in Chapter 7). Although the results of this
experiment are preliminary (as data collection is still ongoing), examination of the results from
this experiment and of the discrepancies between these results and the results from other
experimental chapters may be informative with regards to the validity of our on-the-fly scales.

On a different note, we assumed throughout our work (as it is commonly done in
Psychology) that themagnitudeof an effect in the samplewas the sign (and thebest estimate) of
themagnitude of a population effect,whichmay (ormaynot) correspond to the effect observed
on an average individual (which may or may not reflect any particular individual). In other
words, we did not consider the intrinsic heterogeneity of the effect.7 However, we know that, on
average, the variability of an effect in psychological experiments is often significant. Although
this variability may itself vary across sub-fields (which may affect the participants-trials
trade-off, cf. Rouder & Haaf, 2018), the effect is nonetheless expected to always vary to a non
negligible extent. Besides asking whether an effect exists or not or what the magnitude of the
effect is, another potential interesting question is to askwhether all participants in a study show
the effect. Haaf & Rouder (2017) and Rouder & Haaf (2018) named this property the dominance
of an effect, with dominant effects being effects that we can observe in every participant and
non-dominant effects being effects that do not show the same sign in every participant (i.e.,
some participants will show an effect in some direction whereas some others participants will
not show theeffect orwill show theeffect in theotherdirection).Haaf&Rouder (2017)proposed

7We considered it statistically though, by using multilevel models, when appropriate. However, we did not
consider this heterogeneity further in our discussion of the results and in our conclusions.
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a method to assess the dominance claim and showed that, for instance, the Stroop effect can
generally be considered as a dominant effect. Importantly, a dominant effect is not necessarily
an effect that manifests itself in every participant in some given sample. The dominance claim
is a claim about the population effect and some participants in a given experiment may show
a null effect or an effect in the opposite direction simply because of statistical fluctuations. By
comparing different models implementing different set of constraints, it is however possible to
quantify the relative predictive accuracy of these models and to conclude on the dominance
of an effect. To sum up, a small positive effect may be the sign of a dominant small positive
effect (i.e., it is positive for everyone) or it may be the sign of non-dominant effect (i.e., it may
as well be negative and large for some participants). In our context, the association between
inner speech and peripheral muscular activity may well be a non-dominant effect, with the
peripheral muscular activity only being present in some participants, and not being present
in some other participants. Further investigations of the heterogeneity of this effect and the
comparison ofmodels explicitly incorporating different set of constraintsmay help resolve this
issue.

8.4 Conclusion

In this work we aimed at examining the involvement of the speech motor system during
induced rumination in healthy participants. Given the predominantly verbal character of
rumination, we sought to examine it using the tools and methods used to investigate inner
speech. More precisely, we used surface electromyography and articulatory suppression to
probe the role of the motor system during rumination. This investigation led us to the
conclusion that the activity of the speech motor system was not necessary for experiencing
rumination. Moreover, verbal rumination was not specifically associated with peripheral
muscular activity in the speechmuscles (albeit facial surface electromyographymay be used to
assess the presence of rumination). Although these results seem to contradict previous results
on the role of the speech motor system during inner speech production, they fit well with
a mental-habit account of rumination, in which rumination is considered as an automatic
or habitual form of inner speech. We suggest that during the creation of this habit (i.e.,
through repetition), rumination becomes a strongly condensed form of inner speech that does
not critically involve the speech motor system. Moreover, these results also make sense in
consideration of the multiple varieties of the inner speech phenomenon that can vary along
dimensions of condensation and deliberateness. These results highlight the role of factors
such as automaticity and deliberateness in the complex relation between inner speech and
the speech motor system. Overall, these results pave the way for new ways of investigating
rumination as a form of inner speech, where phenomenological and psychophysiological
characteristics of rumination can be related to the long tradition of inner speech research.
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IX A
An introduction to Bayesianmultilevel models using brms

Bayesianmultilevelmodels are increasingly used to overcome the limitations of frequentist
approaches in the analysis of complex structured data. This paper introduces Bayesian
multilevelmodelling for the specific analysis of speech data, using the brmspackage developed
in R. In this tutorial, we provide a practical introduction to Bayesian multilevel modelling,
by reanalysing a phonetic dataset containing formant (F1 and F2) values for five vowels of
Standard Indonesian (ISO 639-3:ind), as spoken by eight speakers (four females), with several
repetitions of each vowel. We first give an introductory overview of the Bayesian framework
andmultilevelmodelling.We then showhowBayesianmultilevelmodels canbefittedusing the
probabilistic programming language Stan and the R package brms, which provides an intuitive
formula syntax. Through this tutorial, we demonstrate some of the advantages of the Bayesian
framework for statistical modelling and provide a detailed case study, with complete source
code for full reproducibility of the analyses (https://osf.io/dpzcb/).1

A.1 Introduction

The last decade has witnessed noticeable changes in the way experimental data are
analysed in phonetics, psycholinguistics, and speech sciences in general. In particular,
there has been a shift from analysis of variance (ANOVA) to linear mixed models, also
known as hierarchical models or multilevel models (MLMs), spurred by the spreading use of
data-oriented programming languages such as R (R Core Team, 2018), and by the enthusiasm
of its active and ever growing community. This shift has been further sustained by the current
transition in data analysis in social sciences, with researchers evolving from a widely criticised

1This chapter is a published paper reformatted for the need of this thesis. Source: Nalborczyk, L., Batailler, C.,
Lœvenbruck, H., Vilain, A., & Bürkner, P.-C. (2019). An introduction to Bayesian multilevel models using brms: A
case study of gender effects on vowel variability in standard Indonesian. Journal of Speech, Language, andHearing
Research, 62(5), 1225-1242. https://doi.org/10.1044/2018_JSLHR-S-18-0006.
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point-hypothesismechanical testing (e.g., Bakan, 1966;Gigerenzer, 2004; Kline, 2004; Lambdin,
2012; Trafimow et al., 2018) to an approach that emphasises parameter estimation, model
comparison, and continuousmodel expansion (e.g., Cumming, 2012, 2014; Gelman et al., 2013;
Gelman & Hill, 2006; Kruschke, 2015; Kruschke & Liddell, 2018b, 2018a; McElreath, 2016b).

MLMs offer great flexibility in the sense that they can model statistical phenomena that
occur on different levels. This is done by fitting models that include both constant and varying
effects (sometimes referred to as fixed and random effects). Among other advantages, this
makes it possible to generalise the results to unobserved levels of the groups existing in the
data (e.g., stimulus or participant, Janssen, 2012). The multilevel strategy can be especially
useful when dealing with repeated measurements (e.g., when measurements are nested into
participants) or with unequal sample sizes, and more generally, when handling complex
dependency structures in the data. Such complexities are frequently found in the kind of
experimental designs used in speech science studies, forwhichMLMsare therefore particularly
well suited.

The standard MLM is usually fitted in a frequentist framework, with the lme4 package
(Bates, Maechler, Bolker, & Walker, 2018) in R (R Core Team, 2018). However, when one tries to
include the maximal varying effect structure, this kind of model tends either not to converge,
or to give aberrant estimations of the correlation between varying effects (e.g., Bates, Kliegl,
Vasishth, & Baayen, 2015).2 Yet, fitting the maximal varying effect structure has been explicitly
recommended (e.g., Barr, Levy, Scheepers, & Tily, 2013). In contrast, the maximal varying effect
structure can generally be fitted in a Bayesian framework (Bates et al., 2015; Eager & Roy, 2017;
Nicenboim & Vasishth, 2016; Sorensen et al., 2016).

Another advantage of Bayesian statistical modelling is that it fits the way researchers
intuitively understand statistical results.Widespreadmisinterpretationsof frequentist statistics
(like p-values and confidence intervals) are often attributable to the wrong interpretation of
these statistics as resulting from a Bayesian analysis (e.g., Dienes, 2011; Gigerenzer, 2004;
Hoekstra, Morey, Rouder, & Wagenmakers, 2014; Kruschke & Liddell, 2018a; Morey et al., 2015).
However, the intuitive nature of the Bayesian approach might arguably be hidden by the
predominance of frequentist teaching in undergraduate statistical courses.

Moreover, the Bayesian approach offers a natural solution to the problem of multiple
comparisons, when the situation is adequately modelled in a multilevel framework (Gelman,
Hill, & Yajima, 2012; Scott & Berger, 2010), and allows a priori knowledge to be incorporated in
data analysis via the prior distribution. The latter feature is particularily relevant when dealing
with contraint parameters or for the purpose of incorporating expert knowledge.

The aim of the current paper is to introduce Bayesian multilevel models, and to provide
an accessible and illustrated hands-on tutorial for analysing typical phonetic data. This paper
will be structured in two main parts. First, we will briefly introduce the Bayesian approach to

2In this context, the maximal varying effect structure means that any potential source of systematic influence
should be explicitly modelled, by adding appropriate varying effects.
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data analysis and the multilevel modelling strategy. Second, we will illustrate how Bayesian
MLMs can be implemented in R by using the brms package (Bürkner, 2018b) to reanalyse a
dataset from McCloy (2014) available in the phonR package (McCloy, 2016). We will fit Bayesian
MLMs of increasing complexity, going step by step, providing explanatory figures and making
use of the tools available in the brms package for model checking and model comparison. We
will then compare the results obtained in a Bayesian framework using brms with the results
obtained using frequentist MLMs fitted with lme4. Throughout the paper, we will also provide
comments and recommendations about the feasability and the relevance of such analysis for
the researcher in speech sciences.

A.1.1 Bayesian data analysis

The Bayesian approach to data analysis differs from the frequentist one in that each
parameter of the model is considered as a random variable (contrary to the frequentist
approach which considers parameter values as unknown and fixed quantities), and by the
explicit use of probability to model the uncertainty (Gelman et al., 2013). The two approaches
also differ in their conception of what probability is. In the Bayesian framework, probability
refers to the experience of uncertainty, while in the frequentist framework it refers to the
limit of a relative frequency (i.e., the relative frequency of an event when the number of
trials approaches infinity). A direct consequence of these two differences is that Bayesian data
analysis allows researchers to discuss the probability of a parameter (or a vector of parameters)
θ, given a set of data y :

p(θ|y) = p(y |θ)p(θ)

p(y)

Using this equation (known as Bayes’ theorem), a probability distribution p(θ|y) can be
derived (called the posterior distribution), that reflects knowledge about the parameter, given
the data and the prior information. This distribution is the goal of any Bayesian analysis and
contains all the information needed for inference.

The term p(θ) corresponds to the prior distribution, which specifies the prior information
about the parameters (i.e., what is known about θ before observing the data) as a probability
distribution. The left hand of the numerator p(y |θ) represents the likelihood, also called the
sampling distribution or generative model, and is the function through which the data affect
the posterior distribution. The likelihood function indicates how likely the data are to appear,
for each possible value of θ.

Finally, p(y) is called the marginal likelihood. It is meant to normalise the posterior
distribution, that is, to scale it in the “probability world”. It gives the “probability of the data”,
summing over all values of θ and is described by p(y) =∑

θ p(θ)p(y |θ) for discrete parameters,
and by p(y) = ∫

p(θ)p(y |θ)dθ in the case of continuous parameters.
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All this pieced together shows that the result of a Bayesian analysis, namely the posterior
distribution p(θ|y), is given by the product of the information contained in the data (i.e.,
the likelihood) and the information available before observing the data (i.e., the prior). This
constitutes the crucial principle of Bayesian inference, which can be seen as an updating
mechanism (as detailed for instance in Kruschke & Liddell, 2018b). To sum up, Bayes’ theorem
allows a prior state of knowledge to be updated to a posterior state of knowledge, which
represents a compromise between the prior knowledge and the empirical evidence.

The process of Bayesian analysis usually involves three steps that begin with setting up a
probability model for all the entities at hand, then computing the posterior distribution, and
finally evaluating the fit and the relevance of the model (Gelman et al., 2013). In the context of
linear regression, for instance, the first step would require to specify a likelihood function for
the data and a prior distribution for each parameter of interest (e.g., the intercept or the slope).
We will go through these three steps in more details in the application section, but we will first
give a brief overview of the multilevel modelling strategy.

A.1.2 Multilevel modelling

MLMs can be considered as “multilevel” for at least two reasons. First, an MLM can
generally be conceived as a regressionmodel inwhich the parameters are themselvesmodelled
as outcomes of another regression model. The parameters of this second-level regression are
knownashyperparameters, and are also estimated from thedata (Gelman&Hill, 2006). Second,
the multilevel structure can arise from the data itself, for instance when one tries to model the
second-language speech intelligibility of a child, who is considered within a particular class,
itself considered within a particular school. In such cases, the hierarchical structure of the data
itself calls for hierarchical modelling. In both conceptions, the number of levels that can be
handled by MLMs is virtually unlimited (McElreath, 2016b). When we use the term multilevel
in the following, we will refer to the structure of the model, rather than to the structure of the
data, as non-nested data can also be modelled in a multilevel framework.

As briefly mentioned earlier, MLMs offer several advantages compared to single-level
regressionmodels, as they can handle the dependency between units of analysis from the same
group (e.g., several observations from the same participant). In other words, they can account
for the fact that, for instance, several observations are not independent, as they relate to the
same participant. This is achieved by partitioning the total variance into variation due to the
groups (level-2) and to the individual (level-1). As a result, such models provide an estimation
of the variance component for the second level (i.e., the variability of the participant-specific
estimates) or higher levels, which can inform us about the generalisability of the findings
(Janssen, 2012; McElreath, 2016b).

Multilevel modelling allows both fixed and random effects to be incorporated. However, as
pointed out byGelman (2005), we can find at least five different (and sometimes contradictory)
ways of defining the meaning of the terms fixed and random effects. Moreover, Gelman &
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Hill (2006) remarked that what is usually called a fixed effect can generally be conceived as
a random effect with a null variance. In order to use a consistent vocabulary, we follow the
recommendations of Gelman & Hill (2006) and avoid these terms. We instead use the more
explicit terms constant and varying to designate effects that are constant, or that vary by
groups.3

Aquestionone is frequently facedwith inmultilevelmodelling is to knowwhichparameters
should be considered as varying, and which parameters should be considered as constant. A
practical answer is provided by McElreath (2016b), who states that “any batch of parameters
with exchangeable index values can be and probably should be pooled”. For instance, if we
are interested in the categorisation of native versus non-native phonemes and if for each
phoneme in each category there are multiple audio stimuli (e.g., multiple repetitions of the
same phoneme), and if we do not have any reason to think that, for each phoneme, audio
stimulimay differ in intelligibility in any systematic way, then repetitions of the same phoneme
should be pooled together. The essential feature of this strategy is that exchangeability of the
lower units (i.e., the multiple repetitions of the same phoneme) is achieved by conditioning on
indicator variables (i.e., the phonemes) that represent groupings in the population (Gelman et
al., 2013).

To sum up, multilevel models are useful as soon as there are predictors at different levels of
variation (Gelman et al., 2013). One important aspect is that this varying-coefficients approach
allows each subgroup to have a different mean outcome level, while still estimating the global
mean outcome level. In anMLM, these two estimations informeach other in away that leads to
the phenomenon of shrinkage, that will be discussed in more detail below (see section A.2.3).

As an illustration, we will build an MLM starting from the ordinary linear regression model,
and trying topredict anoutcome yi (e.g., second-language (L2) speech-intelligibility) bya linear
combination of an interceptα and a slopeβ that quantifies the influence of a predictor xi (e.g.,
the number of lessons received in this second language):

yi ∼ Normal(µi ,σe )

µi =α+βxi

This notation is strictly equivalent to the (maybe more usual) following notation:

yi =α+βxi +ϵi

ϵi ∼ Normal(0,σe )

We prefer to use the first notation as it generalises better to more complex models, as we
will see later. In Bayesian terms, these two lines describe the likelihood of the model, which is
the assumption made about the generative process fromwhich the data is issued. Wemake the

3Note thatMLMs are sometimes calledmixedmodels, asmodels that comprise bothfixed and random effects.
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assumption that the outcomes yi are normally distributed around a mean µi with some error
σe . This is equivalent to saying that the errors are normally distributed around 0, as illustrated
by the above equivalence. Then, we can extend this model to the following multilevel model,
adding a varying intercept:

yi ∼ Normal(µi ,σe )

µi =α j [i ] +βxi

α j ∼ Normal(α,σα)

where we use the notation α j [i ] to indicate that each group j (e.g., class) is given a unique
intercept, issued from a Gaussian distribution centered on α, the grand intercept,4 meaning
that there might be different mean scores for each class. From this notation we can see that
in addition to the residual standard deviation σe , we are now estimating one more variance
component σα, which is the standard deviation of the distribution of varying intercepts. We
can interpret the variation of the parameter α between groups j by considering the intra-class
correlation (ICC)σ2

α/(σ2
α+σ2

e ), which goes to 0, if the grouping conveys no information, and to
1, if all observations in a group are identical (Gelman & Hill, 2006, p. 258).

The third line is called a prior distribution in the Bayesian framework. This prior
distribution describes the population of intercepts, thus modelling the dependency between
these parameters.

Following the same strategy, we can add a varying slope, allowed to vary according to the
group j :

yi ∼ Normal(µi ,σe )

µi =α j [i ] +β j [i ]xi

α j ∼ Normal(α,σα)

β j ∼ Normal(β,σβ)

Indicating that the effect of the number of lessons on L2 speech intelligibility is allowed
to differ from one class to another (i.e., the effect of the number of lessons might be more
beneficial to some classes than others). These varying slopes are assigned a prior distribution
centered on the grand slope β, and with standard deviation σβ.

In this introductory section, we have presented the foundations of Bayesian analysis and
multilevel modelling. Bayes’ theorem allows prior knowledge about parameters to be updated
according to the information conveyed by the data, while MLMs allow complex dependency
structures to be modelled. We now move to a detailed case study in order to illustrate these
concepts.

4Acknowledging that these individual intercepts can also be seen as adjustments to the grand interceptα, that
are specific to group j .
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Box A.1: Where aremy random effects ?

In the Bayesian framework, every unknown quantity is considered as a random variable
that we can describe using probability distributions. As a consequence, there is no such
thing as a ”fixed effect” or a ”random effects distribution” in a Bayesian framework.
However, these semantic quarrels disappear when we write down the model.
Suppose we have a dependent continuous variable y and a dichotomic categorical
predictor x (assumed to be contrast-coded). Let yi j denote the score of the i th

participant in the j th condition. We can write a ”mixed effects” model (as containing
both fixed and random effects) as follows:

yi j =α+αi +βx j +ei j , ei j ∼ Normal(0,σ2
e ), αi ∼ Normal(0,σ2

a)

Where the terms α and β represent the ”fixed effects” and denote the overall mean
response and the condition difference in response, respectively. In addition, ei j are
random errors assumed to be normally distributed with unknown variance σ2

e , and
αi ’s are individual specific random effects normally distributed in the population with
unknown variance σ2

a .
We can rewrite this model to make apparent that the so-called ”random effects
distribution” can actually be considered a prior distribution (from a Bayesian
standpoint), since by definition, distributions on unknown quantities are considered as
priors:

yi j ∼ Normal(µi j ,σ2
e )

µi j =αi +βx j

αi ∼ Normal(α,σ2
α)

where the parameters of this prior are learned from the data. As we have seen, the same
mathematical entity can be conceived either as a ”random effects distribution” or as a
prior distribution, depending on the framework.

A.1.3 Software programs

Sorensen et al. (2016) provided a detailed and accessible introduction to Bayesian MLMs
(BMLMs) applied to linguistics, using the probabilistic language Stan (Carpenter et al.,
2017). However, discovering BMLMs and the Stan language all at once might seem a little
overwhelming, as Stan can be difficult to learn for users that are not experienced with
programming languages. As an alternative, we introduce the brms package (Bürkner, 2018b),
that implements BMLMs in R, using Stan under the hood, with an lme4-like syntax. Hence, the
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syntax required by brms will not surprise the researcher familiar with lme4, as models of the
following form:

yi ∼ Normal(µi ,σe )

µi =α+αsub j ect [i ] +βxi

are specified in brms (as in lme4) with: y ~ 1 + x + (1|subject). In addition to
linear regression models, brms allows generalised linear and non-linear multilevel models
to be fitted, and comes with a great variety of distribution and link functions. For
instance, brms allows fitting robust linear regression models, or modelling dichotomous and
categorical outcomes using logistic and ordinal regression models. The flexibility of brms
also allows for distributional models (i.e., models that include simultaneous predictions of all
response parameters), Gaussian processes or non-linear models to be fitted, among others.
More information about the diversity of models that can be fitted with brms and their
implementation is provided in Bürkner (2018b) and Bürkner (2018a).

A.2 Application example

To illustrate the use of BMLMs, we reanalysed a dataset from McCloy (2014), available in
the phonR package (McCloy, 2016). This dataset contains formant (F1 and F2) values for five
vowels of Standard Indonesian (ISO 639-3:ind), as spokenby eight speakers (four females), with
approximately 45 repetitions of each vowel. The research question we investigated here is the
effect of gender on vowel production variability.

A.2.1 Data pre-processing

Our research question was about the different amount of variability in the respective
vowel productions of male and female speakers, due to cognitive or social differences. To
answer this question, we first needed to get rid of the differences in vowel production that are
due to physiological differences between males and females (e.g., shorter vocal tract length
for females). More generally, we needed to eliminate the inter-individual differences due to
physiological characteristics in our groups of participants. For that purpose, we first applied
the Watt & Fabricius formant normalisation technique (Watt & Fabricius, 2002). The principle
of thismethod is to calculate for each speaker a “centre of gravity” S in the F1/F2plane, from the
formant values of point vowels [i, a , u], and to express the formant values of each observation
as ratios of the value of S for that formant.
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Figure A.1. Euclidean distances between each observation and the centres of gravity
corresponding to each vowel across all participants, by gender (top row: female, bottom row:
male) and by vowel (in column), in the normalised F1-F2 plane. The grey background plots
represent the individual data collapsed for all individuals (male and female) and all vowels.
Note that, for the sake of clarity, this figure represents a unique center of gravity for each vowel
for all participants, whereas in the analysis, one center of gravity was used for each vowel and
each participant.

Then, for each vowel and participant, we computed the Euclidean distance between each
observation and the centre of gravity of thewhole set of observations in the F1-F2 plane for that
participant and that vowel. The data obtained by this process are illustrated in Figure A.1, and
a sample of the final dataset can be found in Table A.1.
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Table A.1: Ten randomly picked rows from the data.

subj gender vowel f1 f2 f1norm f2norm distance repetition

F08 f /a/ 985 1509 1.758 0.840 0.226 11
M02 m /o/ 459 906 0.982 0.585 0.230 2
F04 f /a/ 944 1598 1.745 0.909 0.272 40
F08 f /o/ 725 1077 1.294 0.600 0.194 28
M04 m /u/ 395 1307 0.938 0.865 0.286 15
M02 m /a/ 489 1485 1.046 0.959 0.430 8
M02 m /u/ 374 947 0.800 0.611 0.064 2
F09 f /e/ 422 2223 0.851 1.339 0.302 4
F04 f /u/ 461 677 0.852 0.385 0.156 7
M04 m /i/ 303 2241 0.720 1.483 0.101 20

A.2.2 Constant effect of gender on vowel production variability

We then built a first model with constant effects only and vague priors on α and β, the
intercept and the slope. We contrast-coded gender (f = -0.5, m = 0.5). Our dependent variable
was therefore the distance from each individual vowel centre of gravity, which we will refer to
as formant distance in the following. The formal model can be expressed as:

distancei ∼ Normal(µi ,σe )

µi =α+β×genderi

α∼ Normal(0,10)

β∼ Normal(0,10)

σe ∼ HalfCauchy(10)

where the first two lines of the model describe the likelihood and the linear model.5 The
next three lines define the prior distribution for each parameter of the model, where α and β

are given a vague (weakly informative) Gaussian prior centered on 0, and the residual variation
is given a Half-Cauchy prior (Gelman, 2006; Polson & Scott, 2012), thus restricting the range
of possible values to positive ones. As depicted in Figure A.2, the Normal(0,10) prior is weakly
informative in the sense that it grants a relative high weight toα andβ values, between -25 and
25. This corresponds to very large (given the scale of our data) values for, respectively, themean
distance value α, and the mean difference between males and females β. The HalfCauchy(10)

prior placed onσe also allows very large values ofσe , as represented in the right panel of Figure
A.2.

5Note that –for the sake of simplicity– throughout this tutorial we use a Normal likelihood, but other (better)
alternatives would include using skew-normal or log-normal models, which are implemented in brms with the
skew_normal and lognormal families. We provide examples in the supplementary materials.

232



A.2. APPLICATION EXAMPLE

0.00

0.01

0.02

0.03

0.04

0.00

0.01

0.02

0.03

−50 −25 0 25 50 0 25 50 75 100

α, β σe

de
ns

ity
Normal(0, 10) HalfCauchy(10)

Figure A.2.Prior distributions used in thefirstmodel, forα andβ (left panel) and for the residual
variation σe (right panel).

These priors can be specified in numerous ways (see ?set_prior for more details), among
which the following:

prior1 <- c(
prior(normal(0, 10), class = Intercept),
prior(normal(0, 10), class = b, coef = gender),
prior(cauchy(0, 10), class = sigma)
)

where a prior can be defined over a class of parameters (e.g., for all variance components,
using thesd class) or for a specific one, for instance as aboveby specifying the coefficient (coef)
to which the prior corresponds (here the slope of the constant effect of gender).

The model can be fitted with brmswith the following command:

library(brms)

bmod1 <- brm(
distance ~ gender,
data = indo, family = gaussian(),
prior = prior1,
warmup = 2000, iter = 5000
)

where distance is the distance from the centre of gravity. The iter argument serves to
specify the total number of iterations of the Markov Chain Monte Carlo (MCMC) algorithm,
and the warmup argument specifies the number of iterations that are run at the beginning of
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the process to “calibrate” the MCMC, so that only iter - warmup iterations are retained in
the end to approximate the shape of the posterior distribution (formore details, seeMcElreath,
2016b).

Figure A.3 depicts the estimations of this firstmodel for the interceptα, the slopeβ, and the
residual standard deviation σe . The left part of the plot shows histograms of draws taken from
the posterior distribution, and from which several summaries can be computed (e.g., mean,
mode, quantiles). The right part of Figure A.3 shows the behaviour of the two simulations (i.e.,
the two chains) used to approximate the posterior distribution, where the x-axis represents the
number of iterations and the y-axis the value of the parameter. This plot reveals one important
aspect of the simulations that should be checked, known as mixing. A chain is considered well
mixed if it explores many different values for the target parameters and does not stay in the
same region of the parameter space. This feature can be evaluated by checking that these plots,
usually referred to as trace plots, show random scatter around a mean value (they look like a
“fat hairy caterpillar”).

library(tidyverse)

bmod1 %>%
plot(

combo = c("hist", "trace"), widths = c(1, 1.5),
theme = theme_bw(base_size = 10)
)
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Figure A.3.Histogramsof posterior samples and traceplots of the intercept, the slope for gender
and the standard deviation of the residuals of the constant effects model.

The estimations obtained for this first model are summarised in Table A.2, which includes
themean, the standard error (SE), and the lower and upper bounds of the 95% credible interval
(CrI)6 of the posterior distribution for each parameter. As gender was contrast-coded before
the analysis (f = -0.5, m = 0.5), the intercept α corresponds to the grand mean of the formant
distance over all participants and has its mean around 0.163. The estimate of the slope (β =
-0.042) suggests that females are more variable than males in the way they pronounce vowels,
while the 95% CrI can be interpreted in a way that there is a 0.95 probability that the value of
the intercept lies in the [-0.051, -0.033] interval.

Table A.2: Posterior mean, standard error, 95% credible interval
and R̂ statistic for each parameter of the constant effect model
bmod1.

parameter mean SE lower bound upper bound Rhat

α 0.163 0.002 0.159 0.168 1.000
β -0.042 0.005 -0.051 -0.033 1.000
σe 0.098 0.002 0.095 0.102 1.000

6Where a credible interval is the Bayesian analogue of a classical confidence interval, except that probability
statements can be made based upon it (e.g., “given the data and our prior assumptions, there is a 0.95 probability
that this interval encompasses the population value θ”).
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The Rhat value corresponds to the potential scale reduction factor R̂ (Gelman & Rubin,
1992), that provides information about the convergence of the algorithm. This index can be
conceived as equivalent to the F-ratio in ANOVA. It compares the between-chains variability
(i.e., the extent to which different chains differ one from each other) to the within-chain
variability (i.e., how widely a chain explores the parameter space), and, as such, gives an index
of the convergence of the chains. An overly large between-chains variance (as compared to the
within-chain variability) would be a sign that chain-specific characteristics, like the starting
value of the algorithm, have a strong influence on the final result. Ideally, the value of Rhat
should be close to 1, and should not exceed 1.1. Otherwise, one might consider running more
iterations or defining stronger priors (Bürkner, 2018b; Gelman et al., 2013).

A.2.3 Varying interceptmodel

The first model can be improved by taking into account the dependency between vowel
formant measures for each participant. This is handled in MLMs by specifying unique
intercepts αsub j ect [i ] and by assigning them a common prior distribution. This strategy
corresponds to the following by-subject varying-intercept model, bmod2:

distancei ∼ Normal(µi ,σe )

µi =α+αsub j ect [i ] +β×genderi

αsub j ect ∼ Normal(0,σsub j ect )

α∼ Normal(0,10)

β∼ Normal(0,10)

σsub j ect ∼ HalfCauchy(10)

σe ∼ HalfCauchy(10)

This model can be fitted with brms with the following command (where we specify the
HalfCauchy prior on σsub j ect by applying it on parameters of class sd):

prior2 <- c(
prior(normal(0, 10), class = Intercept),
prior(normal(0, 10), class = b, coef = gender),
prior(cauchy(0, 10), class = sd),
prior(cauchy(0, 10), class = sigma)
)

bmod2 <- brm(
distance ~ gender + (1|subj),
data = indo, family = gaussian(),
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prior = prior2,
warmup = 2000, iter = 10000
)

As described in the first part of the present paper, we now have two sources of variation
in the model: the standard deviation of the residuals σe and the standard deviation of the
by-subject varying intercepts σsub j ect . The latter represents the standard deviation of the
population of varying intercepts, and is also learned from the data. Itmeans that the estimation
of each unique intercept will inform the estimation of the population of intercepts, which, in
return, will inform the estimation of the other intercepts. We call this sharing of information
between groups the partial pooling strategy, in comparisonwith theno pooling strategy, where
each intercept is estimated independently, and with the complete pooling strategy, in which
all intercepts are given the same value (Gelman et al., 2013; Gelman & Hill, 2006; McElreath,
2016b). This is one of themost essential features ofMLMs, andwhat leads to better estimations
than single-level regression models for repeated measurements or unbalanced sample sizes.
This pooling of information is made apparent through the phenomenon of shrinkage, which is
illustrated in Figure A.4, and later on, in Figure A.6.

Figure A.4 shows the posterior distribution as estimated by this second model for each
participant, in relation to the raw mean of its category (i.e., females or males), represented by
the vertical dashed lines. We can see for instance that participants M02 and F09 have smaller
average distance than the means of their groups, while participants M03 and F08 have larger
ones. The arrows represent the amount of shrinkage, that is, the deviation between the mean
in the raw data (represented by a cross underneath each density) and the estimated mean of
the posterior distribution (represented by the peak of the arrow). As shown in Figure A.4, this
shrinkage is always directed toward the mean of the considered group (i.e., females or males)
and the amount of shrinkage is determined by the deviation of the individual mean from its
group mean. This mechanism acts like a safeguard against overfitting, preventing the model
from overly trusting each individual datum.
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Figure A.4. Posterior distributions by subject, as estimated by the ‘bmod2‘ model. The vertical
dashed lines represent the means of the formant distances for the female and male groups.
Crosses represent the mean of the raw data, for each participant. Arrows represent the amount
of shrinkage, between the rawmean and the estimation of themodel (themean of the posterior
distribution).

The marginal posterior distribution of each parameter obtained with bmod2 is summarised
in Table A.3, where the Rhat values close to 1 suggest that themodel has converged.We see that
the estimates ofα andβ are similar to the estimates of the firstmodel, except that the SE is now
slightly larger. This resultmight seemsurprising at first sight, aswe expected to improve thefirst
model by adding a by-subject varying intercept. In fact, it reveals an underestimation of the SE
when using the first model. Indeed, the first model assumes independence of observations,
which is violated in our case. This highlights the general need for careful consideration of the
model’s assumptions when interpreting its estimations. The first model seemingly gives highly
certain estimates, but these estimations are only valid in the “independence of observations”
world (see also the distinction between the small world and the large world in McElreath,
2016b). Moreover, estimating an intercept by subject (as in the second model) increases the
precision of estimation, but it also makes the average estimation less certain, thus resulting in
a larger SE.
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Table A.3: Posterior mean, standard error, 95% credible interval
and R̂ statistic for each parameter of model bmod2 with a
varying intercept by subject.

parameter mean SE lower bound upper bound Rhat

α 0.163 0.007 0.150 0.176 1.000
β -0.042 0.013 -0.069 -0.016 1.000

σsub j ect 0.016 0.008 0.006 0.035 1.000
σe 0.098 0.002 0.095 0.101 1.000

This model (bmod2), however, is still not adequate to describe the data, as the dependency
between repetitions of each vowel is not taken into account. In bmod3, we added a by-vowel
varying intercept, thus also allowing each vowel to have a different general level of variability.

distancei ∼ Normal(µi ,σe )

µi =α+αsub j ect [i ] +αvowel [i ] +β×genderi

αsub j ∼ Normal(0,σsub j ect )

αvowel ∼ Normal(0,σvowel )

α∼ Normal(0,10)

β∼ Normal(0,10)

σe ∼ HalfCauchy(10)

σsub j ect ∼ HalfCauchy(10)

σvowel ∼ HalfCauchy(10)

This model can be fitted with brmswith the following command:

prior3 <- c(
prior(normal(0, 10), class = Intercept),
prior(normal(0, 10), class = b, coef = gender),
prior(cauchy(0, 10), class = sd),
prior(cauchy(0, 10), class = sigma)
)

bmod3 <- brm(
distance ~ gender + (1|subj) + (1|vowel),
data = indo, family = gaussian(),
prior = prior3,
warmup = 2000, iter = 10000
)
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where the same Half-Cauchy is specified for the two varying intercepts, by applying it
directly to the sd class.

Table A.4: Posterior mean, standard error, 95% credible interval
and R̂ statistic for each parameter of model bmod3 with a
varying intercept by subject and by vowel.

parameter mean SE lower bound upper bound Rhat

α 0.164 0.041 0.087 0.246 1.000
β -0.042 0.014 -0.069 -0.015 1.000

σsub j ect 0.016 0.008 0.007 0.036 1.001
σvowel 0.075 0.051 0.031 0.200 1.002
σe 0.088 0.002 0.085 0.091 1.000

The marginal posterior distribution of each parameter is summarised in Table A.4. We can
compute the intra-class correlation (ICC, see section A.1.2) to estimate the relative variability
associatedwith each varying effect: ICCsub j ect is equal to 0.034 and ICCvowel is equal to 0.423.
The rather high ICC for vowels suggests that observations are highly correlated within each
vowel, thus stressing the relevance of allocating a unique intercept by vowel.7

A.2.4 Including a correlation between varying intercept and varying slope

One can legitimately question the assumption that the differences between male and
female productions are identical for each vowel. To explore this issue, we thus added a
varying slope for the effect of gender, allowing it to vary by vowel. Moreover, we can exploit
the correlation between the baseline level of variability by vowel, and the amplitude of the
difference betweenmales and females in pronouncing them. For instance, we can observe that
the pronunciation of /a/ is more variable in general. We might want to know whether females
tend to pronounce vowels that are situated at a specific location in the F1-F2 plane with less
variability than males. In other words, we might be interested in knowing whether the effect of
gender is correlated with the baseline level of variability. This is equivalent to investigating the
dependency, or the correlation between the varying intercepts and the varying slopes. We thus
estimated this correlationbymodellingαvowel andβvowel as issued from the samemultivariate
normal distribution (a multivariate normal distribution is a generalisation of the usual normal
distribution to more than one dimension), centered on 0 and with some covariance matrix S,
as specified on the third line of the following model:

7But please note that we do not mean to suggest that the varying intercept for subjects should be removed
because its ICC is low.
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distancei ∼ Normal(µi ,σe )

µi =α+αsub j ect [i ] +αvowel [i ] + (β+βvowel [i ])×genderi[
αvowel

βvowel

]
∼ MVNormal

([
0

0

]
,S

)

S=
(

σ2
αvowel

σαvowelσβvowelρ

σαvowelσβvowelρ σ2
βvowel

)
αsub j ect ∼ Normal(0,σsub j ect )

α∼ Normal(0,10)

β∼ Normal(0,10)

σe ∼ HalfCauchy(10)

σαvowel ∼ HalfCauchy(10)

σβvowel ∼ HalfCauchy(10)

σsub j ect ∼ HalfCauchy(10)

R∼ LKJcorr(2)

where R is the correlation matrix R =
(

1 ρ

ρ 1

)
and ρ is the correlation between intercepts

and slopes, used in the computation of S. This matrix is given the LKJ-Correlation prior
(Lewandowski, Kurowicka, & Joe, 2009) with a parameter ζ (zeta) that controls the strength of
the correlation.8 When ζ = 1, the prior distribution on the correlation is uniform between −1

and 1.When ζ> 1, the prior distribution is peaked around a zero correlation,while lower values
of ζ (0 < ζ < 1) allocate more weight to extreme values (i.e., close to -1 and 1) of ρ (see Figure
A.5).

8The LKJ prior is the default prior for correlation matrices in brms.
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Figure A.5. Visualisation of the LKJ prior for different values of the shape parameter ζ.

prior4 <- c(
prior(normal(0, 10), class = Intercept),
prior(normal(0, 10), class = b, coef = gender),
prior(cauchy(0, 10), class = sd),
prior(cauchy(0, 10), class = sigma),
prior(lkj(2), class = cor)
)

bmod4 <- brm(
distance ~ gender + (1|subj) + (1 + gender|vowel),
data = indo, family = gaussian(),
prior = prior4,
warmup = 2000, iter = 10000
)

Estimates of this model are summarised in Table A.5. This summary reveals a negative
correlation between the intercepts and slopes for vowels, meaning that vowels with a large
“baseline level of variability” (i.e., with a large average distance value) tend to be pronounced
withmore variability by females than bymales.However, we notice that thismodel’s estimation
of β is even more uncertain than that of the previous models, as shown by the associated
standard error and the width of the credible interval.
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Table A.5: Posterior mean, standard error, 95% credible interval
and R̂ statistic for each parameter of model bmod4 with a
varying intercept and varying slope by vowel.

parameter mean SE lower bound upper bound Rhat

α 0.163 0.034 0.094 0.231 1.000
β -0.042 0.031 -0.101 0.018 1.000

σsub j ect 0.016 0.008 0.007 0.036 1.000
σαvowel 0.067 0.041 0.029 0.165 1.000
σβvowel 0.053 0.034 0.022 0.139 1.000

ρ -0.494 0.354 -0.952 0.366 1.000
σe 0.086 0.001 0.084 0.089 1.000

Figure A.6 illustrates the negative correlation between the by-vowel intercepts and the
by-vowel slopes, meaning that vowels that tend to have higher “baseline variability” (i.e., /e/,
/o/, /a/), tend to show a stronger effect of gender. This figure also illustrates the amount of
shrinkage, here in the parameter space. We can see that the partial pooling estimate is shrunk
somewhere between the no pooling estimate and the complete pooling estimate (i.e., the grand
mean). This illustrates again themechanismbywhichMLMs balance the risk of overfitting and
underfitting (McElreath, 2016b).
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Figure A.6. Shrinkage of estimates in the parameter space, due to the pooling of information
between clusters (based on the ‘bmod4‘ model). The ellipses represent the contours of the
bivariate distribution, at different degrees of confidence 0.1, 0.3, 0.5 and 0.7.

A.2.5 Varying intercept and varying slopemodel, interaction between
subject and vowel

So far,wemodelled varying effects of subjects andvowels. In this study, these varying factors
were crossed, meaning that every subject had to pronounce every vowel. Let us now imagine
a situation in which Subject 4 systematically mispronounced the /i/ vowel. This would be a
source of systematic variation over replicates which is not considered in the model (bmod4),
because this model can only adjust parameters for either vowel or participant, but not for a
specific vowel for a specific participant.

Inbuilding thenextmodel,we addeda varying intercept for the interactionbetween subject
and vowel, that is, we created an index variable that allocates a unique value at each crossing
of the two variables (e.g., Subject1-vowel/a/, Subject1-vowel/i/, etc.), resulting in 8× 5 = 40

intercepts to be estimated (for a review ofmultilevelmodeling in various experimental designs,
see Judd, Westfall, & Kenny, 2017). This varying intercept for the interaction between subject
and vowel represents the systematic variation associated with a specific subject pronouncing a
specific vowel. This model can be written as follows, for any observation i :
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distancei ∼ Normal(µi ,σe )

µi =α+αsub j ect [i ] +αvowel [i ] +αsub j ect :vowel [i ] + (β+βvowel [i ])×genderi[
αvowel

βvowel

]
∼ MVNormal

([
0

0

]
,S

)

S=
(

σ2
αvowel

σαvowelσβvowelρ

σαvowelσβvowelρ σ2
βvowel

)
αsub j ect ∼ Normal(0,σsub j ect )

αsub j ect :vowel ∼ Normal(0,σsub j ect :vowel )

α∼ Normal(0,10)

β∼ Normal(0,10)

σe ∼ HalfCauchy(10)

σsub j ect ∼ HalfCauchy(10)

σsub j ect :vowel ∼ HalfCauchy(10)

σαvowel ∼ HalfCauchy(10)

σβvowel ∼ HalfCauchy(10)

R∼ LKJcorr(2)

This model can be fitted with the following command:

prior5 <- c(
prior(normal(0, 10), class = Intercept),
prior(normal(0, 10), class = b, coef = gender),
prior(cauchy(0, 10), class = sd),
prior(cauchy(0, 10), class = sigma),
prior(lkj(2), class = cor)
)

bmod5 <- brm(
distance ~ gender + (1|subj) + (1 + gender|vowel) + (1|subj:vowel),
data = indo, family = gaussian(),
prior = prior5,
warmup = 2000, iter = 10000
)

Estimates of this model are summarised in Table A.6. From this table, we first notice that
the more varying effects we add, the more the model is uncertain about the estimation of α
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and β, which can be explained in the same way as in section 2.2. Second, we see the opposite
pattern forσe , the residuals standarddeviation,whichhas decreasedby a considerable amount
compared to the first model, indicating a better fit.

Table A.6: Posterior mean, standard error, 95% credible interval
and R̂ statistic for each parameter of model bmod5 with a varying
intercept and a varying slope by vowel and a varying intercept for
the interaction between subject and vowel.

parameter mean SE lower bound upper bound Rhat

α 0.164 0.038 0.094 0.240 1.000
β -0.043 0.033 -0.104 0.018 1.001

σsub j ect 0.012 0.009 0.001 0.033 1.000
σsub j ect :vowel 0.024 0.004 0.016 0.034 1.002

σαvowel 0.069 0.044 0.029 0.180 1.001
σβvowel 0.051 0.038 0.013 0.144 1.000

ρ -0.424 0.383 -0.945 0.473 1.000
σe 0.085 0.001 0.082 0.088 1.000

A.3 Model comparison

Once we have built a set of models, we need to know which model is the more accurate
and should be used to draw conclusions. It might be a little tricky to select the model that
has the better absolute fit on the actual data (using for instance R2), as this model will not
necessarily perform as well on new data. Instead, we might want to choose the model that
has the best predictive abilities, that is, the model that performs the best when it comes
to predicting data that have not yet been observed. We call this ability the out-of-sample
predictive performance of themodel (McElreath, 2016b).When additional data is not available,
cross-validation techniques can be used to obtain an approximation of the model’s predictive
abilities, amongwhich theBayesian leave-one-out-cross-validation (LOO-CV, Vehtari, Gelman,
& Gabry, 2017). Another useful tool, and asymptotically equivalent to the LOO-CV, is the
Watanabe Akaike Information Criterion (WAIC, Watanabe, 2010), which can be conceived as
a generalisation of the Akaike Information Criterion (AIC, Akaike, 1974).9

Both WAIC and LOO-CV indexes are easily computed in brms with the WAIC and the LOO
functions, where n models can be compared with the following call: LOO(model1, model2,
..., modeln). These functions also provide an estimate of the uncertainty associated with
these indexes (in the form of a SE), as well as a difference score∆LOOIC, which is computed by
taking thedifferencebetweeneachpair of information criteria. A comparisonof thefivemodels
we fitted can be found in Table A.7.

9More details onmodel comparison using cross-validation techniques can be found inNicenboim&Vasishth
(2016). See also Gelman, Hwang, & Vehtari (2014) for a complete comparison of information criteria.
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Table A.7: Model comparison with LOOIC.

Model LOOIC SE ∆LOOIC right side of the formula

bmod5 -3590.81 68.14 0.00 gender + (1 | subj) + (1 + gender | vowel) + (1 | subj:vowel)
bmod4 -3536.69 66.92 54.12 gender + (1 | subj) + (1 + gender | vowel)
bmod3 -3477.13 67.17 113.68 gender + (1 | subj) + (1 | vowel)
bmod2 -3114.21 65.25 476.60 gender + (1 | subj)
bmod1 -3100.99 66.74 489.83 gender

We see from Table A.7 that bmod5 (i.e., the last model) is performing much better than the
other models, as it has the lower LOOIC. We then based our conclusions (see last section) on
the estimations of this model. We also notice that each addition to the initial model brought
improvement in termsof predictive accuracy, as the set ofmodels is ordered from thefirst to the
last model. This should not be taken as a general rule though, as successive additions made to
anoriginalmodel could also lead to overfitting, corresponding to a situation inwhich themodel
is over-specified in regards to thedata,whichmakes themodel good to explain thedata at hand,
but very bad to predict non-observed data. In such cases, information criteria and indexes that
rely exclusively on goodness-of-fit (such as R2) would point to different conclusions.

A.4 Comparison of brms and lme4 estimations

Figure A.7 illustrates the comparison of brms (Bayesian approach) and lme4 (frequentist
approach) estimates for the last model (bmod5), fitted in lme4with the following command.

lmer_model <- lmer(
distance ~ gender + (1|subj) + (1 + gender|vowel) + (1|subj:vowel),
REML = FALSE, data = indo
)

Densities represent the posterior distribution as estimated by brms alongwith 95% credible
intervals,while the crossesunderneath represent themaximumlikelihoodestimate (MLE) from
lme4 along with 95% confidence intervals, obtained with parametric bootstrapping.
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Figure A.7. Comparison of estimations from ‘brms‘ and ‘lme4‘. Dots represent means of
posterior distribution along with 95% CrIs, as estimated by the ‘bmod5‘ model. Crosses
represent estimations of ‘lme4‘ along with bootstrapped 95% CIs.

We can see that the estimations of brms and lme4 are for the most part very similar. The
differences we observe for σαvowel and σβvowel might be explained by the skewness of the
posterior distribution. Indeed, in these cases (i.e., when the distribution is not symmetric),
the mode of the distribution would better coincide with the lme4 estimate. This figure also
illustrates a limitation of frequentist MLMs that we discussed in the first part of the current
paper. If we look closely at the estimates of lme4, we can notice that theMLE for the correlation
ρ is at its boundary, as ρ = −1. This might be interpreted in (at least) two ways. The first
interpretation is what Eager & Roy (2017) call the parsimonious convergence hypothesis (PCH)
and consists in saying that this aberrant estimation is caused by the over-specification of the
random structure (e.g., Bates et al., 2015). In other words, this would correspond to a model
that contains too many varying effects to be “supported” by a certain dataset (but this does not
mean that with more data, this model would not be a correct model). However, the PCH has
been questioned by Eager & Roy (2017), who have shown that under conditions of unbalanced
datasets, non-linear models fitted with lme4 provided more prediction errors than Bayesian
models fitted with Stan. The second interpretation considers failures of convergence as a
problem of frequentist MLMs per se, which is resolved in the Bayesian framework by using
weakly informative priors (i.e., the LKJ prior) for the correlation between varying effects (e.g.,
Eager & Roy, 2017; Nicenboim & Vasishth, 2016), and by using the full posterior for inference.
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One feature of the Bayesian MLM in this kind of situation is to provide an estimate of
the correlation that incorporates the uncertainty caused by the weak amount of data (i.e., by
widening the posterior distribution). Thus, the brms estimate of the correlation coefficient has
its posteriormean at ρ =−0.433, but this estimate comeswith a huge uncertainty, as expressed
by the width of the credible interval (95% CrI [−0.946,0.454]).

A.5 Inference and conclusions

Regarding our initial question, which was to know whether there is a gender effect
on vowel production variability in standard Indonesian, we can base our conclusions on
several parameters and indices. However, the discrepancies between the different models we
fitted deserve some discussion first. As already pointed out previously, if we had based our
conclusions on the results of the first model (i.e., the model with constant effects only), we
would have confidently concluded on a positive effect of gender. However, when we included
the appropriate error terms in the model to account for repeated measurements by subject
and by vowel, as well as for the by-vowel specific effect of gender, the large variability of this
effect among vowels led the model to adjust its estimation of β, resulting in more uncertainty
about it. The last model then estimated a value of β = -0.043 with quite a large uncertainty
(95% CrI = [-0.104, 0.018]), and considering 0 as well as some positive values as credible. This
result alone makes it difficult to reach any definitive conclusion concerning the presence or
absence of a gender effect on the variability of vowels pronunciation in Indonesian, and should
be considered (at best) as suggestive.

Nevertheless, it is useful to recall that in the Bayesian framework, the results of our analysis
is a (posterior) probability distribution which can be, as such, summarised in multiple ways.
This distribution is plotted in Figure A.8, which also shows themean and the 95%CrI, as well as
the proportion of the distribution below and above a particular value.10 This figure reveals that
around 94% of the distribution is below 0, which can be interpreted as suggesting that there
is a 0.94 probability that males have a lower mean formant distance than females (recall that
female was coded as -0.5 and male as 0.5), given the data at hand, and the model.

10We compare the distribution with 0 here, but it should be noted that this comparison could be made with
whatever value.
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β
−0.15 −0.10 −0.05 0.00 0.05

95% HDI
−0.107 0.0141

mean = −0.0425

94% < 0 < 6%

Figure A.8. Histogram of posterior samples of the slope for gender, as estimated by the last
model.

This quantity can be easily computed from the posterior samples:

post <- posterior_samples(bmod5) # extracting posterior samples
mean(post$b_gender < 0) # computing p(beta<0)

## [1] 0.9398125

Of course, this estimate can (and should) be refined using more data from several
experiments, with more speakers. In this line, it should be pointed out that brms can easily
be used to extend the multilevel strategy to meta-analyses (e.g., Bürkner, Williams, Simmons,
& Woolley, 2017; Williams & Bürkner, 2017). Its flexibility makes it possible to fit multilevel
hierarchical Bayesian models at two, three, or more levels, enabling researchers to model the
heterogeneitybetween studies aswell as dependenciesbetweenexperiments of the samestudy,
or between studies carried out by the same research team. Such a modelling strategy is usually
equivalent to the ordinary frequentist random-effect meta-analysis models, while offering all
the benefits inherent to the Bayesian approach.

Another useful source of information comes from the examination of effects sizes. One
of the most used criteria is Cohen’s d standardized effect size, that expresses the difference
between two groups in terms of their pooled standard deviation:

Cohen’s d= µ1 −µ2

σpool ed
= µ1 −µ2√

σ2
1+σ2

2
2

However, as the total variance is partitioned into multiple sources of variation in MLMs,
there is no unique way of computing a standardised effect size. While several approaches have
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been suggested (e.g., dividing the mean difference by the standard deviation of the residuals),
the more consensual one involves taking into account all of the variance sources of the model
(Hedges, 2007). One such index is called the δt (where the t stands for “total”), and is given
by the estimated difference between group means, divided by the square root of the sum of all
variance components:

δt = β√
σ2

sub j ect +σ2
sub j ect :vowel +σ2

αvowel
+σ2

βvowel
+σ2

As this effect size is dependent on the parameters estimated by the model, one can derive
a probability distribution for this index as well. This is easily done in R, computing it from the
posterior samples:

delta_t <-
# extracting posterior samples from bmod5
posterior_samples(bmod5, pars = c("^b_", "sd_", "sigma") ) %>%
# taking the square of each variance component
mutate_at(.vars = 3:7, .funs = funs(.^2) ) %>%
# dividing the slope estimate by the square root of the sum of
# all variance components
mutate(delta = b_gender / sqrt(rowSums(.[3:7]) ) )

This distribution is plotted in Figure A.9, and reveals the large uncertainty associated with
the estimation of δt .

δt

−1.0 −0.8 −0.6 −0.4 −0.2 0.0 0.2

95% HDI
−0.807 0.0972

mean = −0.347

94% < 0 < 6%

Figure A.9. Posterior distribution of δt .
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In the same fashion, undirected effect sizes (e.g., R2) can be computed directly from the
posterior samples, or included in the model specification as a parameter of the model, in a
way that at each iteration of the MCMC, a value of the effect size is sampled, resulting in an
estimation of its full posterior distribution.11 A Bayesian version of the R2 is also available in
brms using the bayes_R2method, for which the calculations are based on Gelman, Goodrich,
Gabry, & Vehtari (2018).

bayes_R2(bmod5)

## Estimate Est.Error Q2.5 Q97.5
## R2 0.2960156 0.015844 0.2649795 0.3265445

In brief, we found a weak effect of gender on vowel production variability in Indonesian
(β = -0.043, 95% CrI = [-0.104, 0.018], δt = -0.347, 95% CrI = [−0.807,0.097]), this effect
being associated with a large uncertainty (as expressed by the width of the credible interval).
This result seems to show that females tend to pronounce vowels with more variability than
males, while the variation observed across vowels (as suggested by σβvowel ) suggests that there
might exist substantial inter-vowel variability, that should be subsequently properly studied.
A follow-up analysis specifically designed to test the effect of gender on each vowel should
help better describe inter-vowel variability (we give an example of such an analysis in the
supplementary materials).

To sum up, we hope that this introductive tutorial has helped the reader to understand the
foundational ideasofBayesianMLMs, and toappreciatehowstraightforward the interpretation
of the results is. Moreover, we hope to have demonstrated that although Bayesian data analysis
may still sometimes (wrongfully) sound difficult to grasp and to use, the development of recent
tools likebrmshelps tobuild andfitBayesianMLMs inan intuitiveway.Webelieve that this shift
in practice will allow more reliable statistical inferences to be drawn from empirical research.

A.6 Supplementarymaterials

Supplementary materials, reproducible code and figures are available at: https://osf.io/
dpzcb. A lot of useful packages have been used for the writing of this paper, among which
the papaja and knitr packages for writing and formatting (Aust & Barth, 2018; Xie, 2018),
the ggplot2, viridis, ellipse, BEST, and ggridges packages for plotting (Garnier, 2018;
Kruschke & Meredith, 2018; Murdoch & Chow, 2018; Wickham et al., 2018; Wilke, 2018), as
well as the tidyverse and broom packages for code writing and formatting (Robinson, 2018;
Wickham, 2017).

11See for instance Gelman & Pardoe (2006), for measures of explained variance in MLMs and Marsman,
Waldorp, Dablander, & Wagenmakers (2019), for calculations in ANOVA designs.
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IX B
Eye-tracking control experiment

The purpose of this control experiment was to check whether the two motor tasks used
in the main experiment presented in Chapter 6, namely, finger tapping and articulatory
suppression (mouthing)were equivalent in termsof task difficulty or general dual-task demand
(Emerson & Miyake, 2003). Participants performed a computer-based visual search task (i.e.,
finding a T among an array of Ls), adapted fromTreisman&Gelade (1980) paradigm (see below
for details).1

B.1 Sample

Twenty-four participants (Mean age = 19.46, SD = 1.18, Min-Max = 18-21, 21 females, 21
right-handed), drawn from the same population (i.e., undergraduate Psychology students at
Univ. Grenoble Alpes) as the main experiment took part in this eye-tracking pretest.

B.2 Sample size

Aswe aimed to compare four conditions (i.e., visual search task alone, visual search + finger
tapping, visual search + foot tapping and visual search + mouth movements), we recruited 24
participants in order to have at least one participant per order in our randomcounter-balanced
repeated measures design (n = k ! where n is the number of possible orders of conditions for k

conditions, then n = 4! = 24).
1This appendix is presented in a submitted manuscript reformatted for the need of this thesis. Source:

Nalborczyk, L., Perrone-Bertolotti, M., Baeyens, C., Grandchamp, R., Spinelli, E., Koster, E.H.W., & Lœvenbruck,
H. (submitted). Articulatory suppression effects on induced rumination. Pre-registered protocol, preprint, data,
as well as reproducible code and figures are available at: https://osf.io/3bh67/.
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B.3 Material

Experiment took place individually in a dark room. Participants had to seat in front of a
22 inches, Iyama Vision Master Pro 513-MA203DT CRT Monitor (resolution: 1024x768 pixels,
refresh rate: 85Hz) with a NVIDIA GeForce 9800 GTX+ graphic processor. A camera-based
eye-tracker (EyeLink® 1000 from SR Research) with a sampling rate of 250 Hz and a minimum
accuracy of 0.5° was used, in the pupil-corneal reflection tracking mode. Participants were
positioned on a seat so as to keep distance from the camera to the forehead target between 50
and 60cm. A five-point calibration was completed before presenting stimuli, at the beginning
of each condition.

B.4 Procedure

The target (the letter “T”) was presented at each trial, either on the right or on the left of the
central vertical axis of the grid. The grid was an array of 6x6 items. Each stimulus was displayed
until the participant response (maximum duration in case of no response: 5 seconds). Each
grid of letters was preceded by a central fixation circle, that was displayed for 500ms after the
participant moved his/her gaze towards it. In order to give their response (“left” or “right”),
participants had to gaze towards a large filled gray circle, situated either on the left or on the
right side of the grid. Each participant went through each condition, in a random order. A first
general training session was proposed, at the beginning of the experiment, using ten items
that were not used subsequently in the four conditions. Each condition was composed of 90
trials (45 left and 45 right), knowing that the first ten trials of each conditionwere considered as
training trials and thus not included in analysis. All participants were filmed in order to ensure
that they effectively performed the motor activity.

Our measure of interest was the delay between the apparition of the grid and the
participant’s response (the time at which his/her gaze reached the response circle), below
referred to as “response time” (RT).

B.5 Data preprocessing

Raw data from EyeLink® includes gaze on screen spatial coordinates, pupil diameter and
forehead target spatial coordinates, with its distance from the camera. For this experiment,
since only RTs (in ms) of correct trials are interesting, invalid trials (when no response has been
given) and wrong responses were removed from the analysis.
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B.6 Data analysis

Data were analysed usingCondition (4modalities) as a within-subject predictor and the RT
as a dependent variable in a generalised MLM with a lognormal distribution for the response.
This model included a varying intercept for both participant and item and was fitted using
weakly informative priors and the brms package (Bürkner, 2018b).

B.7 Results

Table B.1: Mean and 95% CrI of the posterior
distribution on the difference between each
pair of condition.

Contrast Estimate Lower Upper

Mouth - Foot 15.825 -16.392 47.835
Mouth - Finger -10.700 -43.334 23.250
Foot - Finger -26.524 -56.556 5.458
Mouth - Control 50.504 17.643 81.777
Foot - Control 34.679 2.370 64.790
Finger - Control 61.203 28.925 93.014

Results of the MLM are reported in Table B.1 and Figure B.1, that report the estimated
average RT (and it 95%CrI) by condition and for the difference between eachpair of conditions.
This analysis revealed that all dual tasks induced longer RTs in comparison with the control
condition, with the finger-tapping condition inducing the greatest discrepancy as compared to
the control condition (β=61.203, 95%CrI [28.925, 93.014]), followedby themouthing condition
(β = 50.504, 95% CrI [17.643, 81.777]) and the foot-tapping condition (β = 34.679, 95% CrI
[2.37, 64.79]). Pairwise comparisons between dual-task conditions revealed that the difference
between the mouthing and the finger-tapping conditions was in the opposite direction and
slightly smaller (β = -10.7, 95% CrI [-43.334, 23.25]) than the difference between the mouthing
and the foot-tapping conditions (β = 15.825, 95% CrI [-16.392, 47.835]).
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Figure B.1. Left panel: average RT by condition predicted by the model along with 95% CrIs.
Underlyingdots represent the average rawRTbyparticipant. Right panel: posterior distribution
of the difference between each pair of conditions, along with its mean and 90% and 95% CrI.

B.8 Discussion

This control experiment shows that there is no apparent difference (or a negligible one) in
terms of attentional demand between the two motor tasks used in the main experiment (i.e.,
finger-tapping and mouthing), although performing a dual motor task (of any type) does seem
costly, because of the observed difference between the control condition and the mean of the
three others conditions. These results are in line with the results obtained by Cefidekhanie et
al. (2014) in their control experiment.
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IX C
Data storage fact sheets

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Data Storage Fact Sheet - Chapter 3 %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Orofacial electromyographic correlates of induced verbal rumination
% Author: Ladislas Nalborczyk
% Date: 27.08.2019

1. Contact details
===========================================================

1a. Main researcher
-----------------------------------------------------------

- name: Ladislas Nalborczyk
- address: Henri Dunantlaan 2, 9000 Ghent, Belgium
- e-mail: ladislas.nalborczyk@gmail.com

1b. Responsible Staff Member (ZAP)
-----------------------------------------------------------

- name: Prof. dr. Ernst H. W. Koster
- address: Henri Dunantlaan 2, 9000 Ghent, Belgium
- e-mail: Ernst.Koster@UGent.be
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If a response is not received when using the above contact details,
please send an email to data.pp@ugent.be or contact Data Management,
Faculty of Psychology and Educational Sciences, Henri Dunantlaan 2,
9000 Ghent, Belgium.

2. Information about the datasets to which this sheet applies
===========================================================

* Reference of the publication in which the datasets are reported:
Nalborczyk, L., Perrone-Bertolotti, M., Baeyens, C., Grandchamp, R.,
Polosan, M., Spinelli, E., ... Loevenbruck, H. (2017). Orofacial
Electromyographic Correlates of Induced Verbal Rumination.
Biological Psychology, 127, 53-63.
https://dx.doi.org/ 10.1016/j.biopsycho.2017.04.013.

* Which datasets in that publication does this sheet apply to?:
All datasets reported in the article.

3. Information about the files that have been stored
===========================================================

3a. Raw data
-----------------------------------------------------------

* Have the raw data been stored by the main researcher? [X] YES / [ ] NO

If NO, please justify:

* On which platform are the raw data stored?
- [X] researcher PC
- [ ] research group file server
- [ ] other (specify): informed consent files on paper

* Who has direct access to the raw data
(i.e., without intervention of another person)?

- [X] main researcher
- [X] responsible ZAP
- [ ] all members of the research group
- [ ] all members of UGent
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- [X] other (specify): thesis supervisor at the partner university
(Dr. Hélène Loevenbruck at Univ. Grenoble Alpes)

3b. Other files
-----------------------------------------------------------

* Which other files have been stored?
- [ ] file(s) describing the transition from raw data to reported results.
- [X] file(s) containing processed data. Specify: [data.csv]
- [X] file(s) containing analyses. Specify: [data_analysis.R]
- [ ] files(s) containing information about informed consent
- [ ] a file specifying legal and ethical provisions
- [ ] file(s) that describe the content of the stored files and how this
content should be interpreted. Specify: ...
- [ ] other files. Specify: ...

* On which platform are these other files stored?
- [X] individual PC
- [ ] research group file server
- [X] other: Open Science Framework: https://osf.io/882te/

* Who has direct access to these other files
(i.e., without intervention of another person)?

- [X] main researcher
- [X] responsible ZAP
- [X] all members of the research group
- [X] all members of UGent
- [X] other (specify): everyone that has access to the OSF

4. Reproduction
===========================================================
* Have the results been reproduced independently?: [ ] YES / [X] NO

* If yes, by whom (add if multiple):
- name:
- address:
- affiliation:
- e-mail:
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Data Storage Fact Sheet - Chapter 4 %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Dissociating facial electromyographic correlates of visual
% and verbal induced rumination
% Author: Ladislas Nalborczyk
% Date: 27.08.2019

1. Contact details
===========================================================

1a. Main researcher
-----------------------------------------------------------

- name: Ladislas Nalborczyk
- address: Henri Dunantlaan 2, 9000 Ghent, Belgium
- e-mail: ladislas.nalborczyk@gmail.com

1b. Responsible Staff Member (ZAP)
-----------------------------------------------------------

- name: Prof. dr. Ernst H. W. Koster
- address: Henri Dunantlaan 2, 9000 Ghent, Belgium
- e-mail: Ernst.Koster@UGent.be

If a response is not received when using the above contact details,
please send an email to data.pp@ugent.be or contact Data Management,
Faculty of Psychology and Educational Sciences, Henri Dunantlaan 2,
9000 Ghent, Belgium.

2. Information about the datasets to which this sheet applies
===========================================================

* Reference of the publication in which the datasets are reported:
Nalborczyk, L., Banjac, S., Baeyens, C., Grandchamp, R., Koster,
E.H.W., Perrone-Bertolotti, M., & Loevenbruck, H. (in preparation).
Dissociating facial electromyographic correlates of visual and
verbal induced rumination.
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* Which datasets in that publication does this sheet apply to?:
All datasets reported in the article.

3. Information about the files that have been stored
===========================================================

3a. Raw data
-----------------------------------------------------------

* Have the raw data been stored by the main researcher? [X] YES / [ ] NO

If NO, please justify:

* On which platform are the raw data stored?
- [X] researcher PC
- [ ] research group file server
- [ ] other (specify): informed consent files on paper

* Who has direct access to the raw data
(i.e., without intervention of another person)?

- [X] main researcher
- [X] responsible ZAP
- [ ] all members of the research group
- [ ] all members of UGent
- [X] other (specify): thesis supervisor at the partner university
(Dr. Hélène Loevenbruck at Univ. Grenoble Alpes)

3b. Other files
-----------------------------------------------------------

* Which other files have been stored?
- [X] file(s) describing the transition from raw data to reported results.
Specify: [rumi_emg_2018.Rmd]
- [X] file(s) containing processed data. Specify: [data_merged.csv]
- [X] file(s) containing analyses. Specify: [rumi_emg_2018.Rmd]
- [ ] files(s) containing information about informed consent
- [ ] a file specifying legal and ethical provisions
- [X] file(s) that describe the content of the stored files and how this
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content should be interpreted. Specify: [README.txt] and [CODEBOOK.txt]
- [ ] other files. Specify: ...

* On which platform are these other files stored?
- [X] individual PC
- [ ] research group file server
- [X] other: Open Science Framework: https://osf.io/c9pag/

* Who has direct access to these other files
(i.e., without intervention of another person)?

- [X] main researcher
- [X] responsible ZAP
- [X] all members of the research group
- [X] all members of UGent
- [X] other (specify): everyone that has access to the OSF

4. Reproduction
===========================================================
* Have the results been reproduced independently?: [ ] YES / [X] NO

* If yes, by whom (add if multiple):
- name:
- address:
- affiliation:
- e-mail:

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Data Storage Fact Sheet - Chapter 5 %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Can covertly produced rounded and spread features be
% distinguished using surface electromyography?
% Author: Ladislas Nalborczyk
% Date: 27.08.2019

1. Contact details
===========================================================

1a. Main researcher
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-----------------------------------------------------------

- name: Ladislas Nalborczyk
- address: Henri Dunantlaan 2, 9000 Ghent, Belgium
- e-mail: ladislas.nalborczyk@gmail.com

1b. Responsible Staff Member (ZAP)
-----------------------------------------------------------

- name: Prof. dr. Ernst H. W. Koster
- address: Henri Dunantlaan 2, 9000 Ghent, Belgium
- e-mail: Ernst.Koster@UGent.be

If a response is not received when using the above contact details,
please send an email to data.pp@ugent.be or contact Data Management,
Faculty of Psychology and Educational Sciences, Henri Dunantlaan 2,
9000 Ghent, Belgium.

2. Information about the datasets to which this sheet applies
===========================================================

* Reference of the publication in which the datasets are reported:
Nalborczyk, L., Grandchamp, R., Koster, E.H.W., Perrone-Bertolotti, M.,
& Loevenbruck, H. (in preparation). Can covertly produced rounded
and spread features be distinguished using surface electromyography?

* Which datasets in that publication does this sheet apply to?:
All datasets reported in the article.

3. Information about the files that have been stored
===========================================================

3a. Raw data
-----------------------------------------------------------

* Have the raw data been stored by the main researcher? [X] YES / [ ] NO

If NO, please justify:
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* On which platform are the raw data stored?
- [X] researcher PC
- [ ] research group file server
- [ ] other (specify): informed consent files on paper

* Who has direct access to the raw data
(i.e., without intervention of another person)?

- [X] main researcher
- [X] responsible ZAP
- [ ] all members of the research group
- [ ] all members of UGent
- [X] other (specify): thesis supervisor at the partner university
(Dr. Hélène Loevenbruck at Univ. Grenoble Alpes)

3b. Other files
-----------------------------------------------------------

* Which other files have been stored?
- [ ] file(s) describing the transition from raw data to reported results.
- [X] file(s) containing processed data. Specify: [emg_data.csv]
- [X] file(s) containing analyses. Specify: [EMG2017.Rmd]
- [ ] files(s) containing information about informed consent
- [ ] a file specifying legal and ethical provisions
- [X] file(s) that describe the content of the stored files and how this
content should be interpreted. Specify: [README.md]
- [ ] other files. Specify: ...

* On which platform are these other files stored?
- [X] individual PC
- [ ] research group file server
- [X] other: Open Science Framework: https://osf.io/czer4/

* Who has direct access to these other files
(i.e., without intervention of another person)?

- [X] main researcher
- [X] responsible ZAP
- [X] all members of the research group
- [X] all members of UGent
- [X] other (specify): everyone that has access to the OSF
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4. Reproduction
===========================================================
* Have the results been reproduced independently?: [ ] YES / [X] NO

* If yes, by whom (add if multiple):
- name:
- address:
- affiliation:
- e-mail:

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Data Storage Fact Sheet - Chapter 6 %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Articulatory suppression effects on induced rumination
% Author: Ladislas Nalborczyk
% Date: 27.08.2019

1. Contact details
===========================================================

1a. Main researcher
-----------------------------------------------------------

- name: Ladislas Nalborczyk
- address: Henri Dunantlaan 2, 9000 Ghent, Belgium
- e-mail: ladislas.nalborczyk@gmail.com

1b. Responsible Staff Member (ZAP)
-----------------------------------------------------------

- name: Prof. dr. Ernst H. W. Koster
- address: Henri Dunantlaan 2, 9000 Ghent, Belgium
- e-mail: Ernst.Koster@UGent.be

If a response is not received when using the above contact details,
please send an email to data.pp@ugent.be or contact Data Management,
Faculty of Psychology and Educational Sciences, Henri Dunantlaan 2,
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9000 Ghent, Belgium.

2. Information about the datasets to which this sheet applies
===========================================================

* Reference of the publication in which the datasets are reported:
Nalborczyk, L., Perrone-Bertolotti, M., Baeyens, C., Grandchamp, R.,
Spinelli, E., Koster, E.H.W., & Loevenbruck, H. (submitted).
Articulatory suppression effects on induced rumination.

* Which datasets in that publication does this sheet apply to?:
All datasets reported in the article.

3. Information about the files that have been stored
===========================================================

3a. Raw data
-----------------------------------------------------------

* Have the raw data been stored by the main researcher? [X] YES / [ ] NO

If NO, please justify:

* On which platform are the raw data stored?
- [X] researcher PC
- [ ] research group file server
- [ ] other (specify): informed consent files on paper

* Who has direct access to the raw data
(i.e., without intervention of another person)?

- [X] main researcher
- [X] responsible ZAP
- [ ] all members of the research group
- [ ] all members of UGent
- [X] other (specify): thesis supervisor at the partner university
(Dr. Hélène Loevenbruck at Univ. Grenoble Alpes)

3b. Other files
-----------------------------------------------------------
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* Which other files have been stored?
- [ ] file(s) describing the transition from raw data to reported results.
- [X] file(s) containing processed data.
Specify: [suppressiondata.csv] and [eyetracking_control.csv]
- [X] file(s) containing analyses. Specify: [Rumination_suppression.Rmd]
- [ ] files(s) containing information about informed consent
- [ ] a file specifying legal and ethical provisions
- [X] file(s) that describe the content of the stored files and how this
content should be interpreted. Specify: [README.md]
- [ ] other files. Specify: ...

* On which platform are these other files stored?
- [X] individual PC
- [ ] research group file server
- [X] other: Open Science Framework: https://osf.io/3bh67/

* Who has direct access to these other files
(i.e., without intervention of another person)?

- [X] main researcher
- [X] responsible ZAP
- [X] all members of the research group
- [X] all members of UGent
- [X] other (specify): everyone that has access to the OSF

4. Reproduction
===========================================================
* Have the results been reproduced independently?: [ ] YES / [X] NO

* If yes, by whom (add if multiple):
- name:
- address:
- affiliation:
- e-mail:

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Data Storage Fact Sheet - Chapter 7 %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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APPENDIX C. DATA STORAGE FACT SHEETS

% Examining the involvement of the speech motor system during
% rumination: a dual-task investigation
% Author: Ladislas Nalborczyk
% Date: 27.08.2019

1. Contact details
===========================================================

1a. Main researcher
-----------------------------------------------------------

- name: Ladislas Nalborczyk
- address: Henri Dunantlaan 2, 9000 Ghent, Belgium
- e-mail: ladislas.nalborczyk@gmail.com

1b. Responsible Staff Member (ZAP)
-----------------------------------------------------------

- name: Prof. dr. Ernst H. W. Koster
- address: Henri Dunantlaan 2, 9000 Ghent, Belgium
- e-mail: Ernst.Koster@UGent.be

If a response is not received when using the above contact details,
please send an email to data.pp@ugent.be or contact Data Management,
Faculty of Psychology and Educational Sciences, Henri Dunantlaan 2,
9000 Ghent, Belgium.

2. Information about the datasets to which this sheet applies
===========================================================

* Reference of the publication in which the datasets are reported:
Nalborczyk, L., Perrone-Bertolotti, M., Baeyens, C., Koster, E.H.W.,
& Loevenbruck, H. (in preparation). Examining the involvement of
the speech motor system during rumination: a dual-task investigation.

* Which datasets in that publication does this sheet apply to?:
All datasets reported in the article.

3. Information about the files that have been stored
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===========================================================

3a. Raw data
-----------------------------------------------------------

* Have the raw data been stored by the main researcher? [X] YES / [ ] NO

If NO, please justify:

* On which platform are the raw data stored?
- [X] researcher PC
- [ ] research group file server
- [ ] other (specify): informed consent files on paper

* Who has direct access to the raw data
(i.e., without intervention of another person)?

- [X] main researcher
- [X] responsible ZAP
- [ ] all members of the research group
- [ ] all members of UGent
- [X] other (specify): thesis supervisor at the partner university
(Dr. Hélène Loevenbruck at Univ. Grenoble Alpes)

3b. Other files
-----------------------------------------------------------

* Which other files have been stored?
- [ ] file(s) describing the transition from raw data to reported results.
- [X] file(s) containing processed data. Specify: [data_merged.csv]
- [X] file(s) containing analyses. Specify: [articulatory_suppression_2019.Rmd]
- [ ] files(s) containing information about informed consent
- [ ] a file specifying legal and ethical provisions
- [ ] file(s) that describe the content of the stored files and how this
content should be interpreted. Specify: ...
- [ ] other files. Specify: ...

* On which platform are these other files stored?
- [X] individual PC
- [ ] research group file server
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- [X] other: Open Science Framework: https://osf.io/8ab2d/

* Who has direct access to these other files
(i.e., without intervention of another person)?

- [X] main researcher
- [X] responsible ZAP
- [X] all members of the research group
- [X] all members of UGent
- [X] other (specify): everyone that has access to the OSF

4. Reproduction
===========================================================
* Have the results been reproduced independently?: [ ] YES / [X] NO

* If yes, by whom (add if multiple):
- name:
- address:
- affiliation:
- e-mail:
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